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Abstract The paper seeks to contribute to the expanding literature on ecosystem service
assessment by considering its integration with economic analyses of such services. Focus-
sing upon analyses for future orientated policy and decision making, we initially consider a
single period during which ecological stocks are maintained at sustainable levels. The flow
of ecosystems services and their contribution to welfare bearing goods is considered and
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methods for valuing resultant benefits are reviewed and illustrated via a case study of land
use change. We then broaden our time horizon to discuss the treatment of future costs and
benefits. Finally we relax our sustainability assumption and consider economic approaches
to the incorporation of depleting ecological assets with a particular focus upon stocks which
exhibit thresholds below which restoration is compromised.

Keywords Ecosystem services · Economic valuation · Stocks and flows ·
Wellbeing · Spatial and temporal issues · Sustainability · Irreversibility ·
UK National Ecosystem Assessment (UK NEA)
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1 Introduction

The crucial role which natural systems play in underpinning economic activity and anthro-
pocentric wellbeing is of growing concern as evidence mounts of the increasing pressures
being placed upon such systems by human activity (GEF 1998; Chapin et al. 2000; Koziell
2001; MA 2005; CBD 2006; Loreau et al. 2006). One reflection of that concern is the recent
undertaking of major global assessments of the status of the services provided by ecosystems
(see, for example, MA 2005 or TEEB 2009). Economic analysis is an increasing feature
of such undertakings and has prompted a rapidly expanding literature regarding the imple-
mentation of such analyses (see, for example, Bockstael et al. 2000; Balmford et al. 2002;
de Groot et al. 2002; Howarth and Farber 2002; Heal et al. 2005; Barbier 2007; Boyd and
Banzhaf 2007; Wallace 2007; Fisher and Turner 2008; Fisher et al. 2008; Mäler et al. 2008;
Tschirhart 2009; Liu et al. 2010; Turner et al. 2010). It is the intention of the present paper to
contribute to this literature in a number of ways. In particular we draw upon this preceding
literature to propose a general framework and nomenclature for integrating economic anal-
yses within ecosystem service assessments. Given the inherently interdisciplinary nature of
such undertakings, we review some of the fundamental principles of economic analysis so
as to introduce these to a natural science audience. At the same time we attempt to address
certain key challenges which economists will have to face in order to adequately represent
the complex nature of ecosystem service provision within economic analyses.

This paper has a direct empirical context as it provides much of the economic meth-
odology underpinning the ongoing UK National Ecosystem Assessment (UK NEA). This
exercise, coordinated by UNEP-WCMC, is a direct successor to the UN Millennium
Ecosystem Assessment (MA 2005), adapted for the specific context of the UK and taking on a
number of conceptual and scientific advances which have arisen since 2005. The MA concep-
tual framework linked primary ‘supporting services’ (e.g. soil formation) to ‘provisioning’
(e.g. food production), ‘regulating’ (e.g. climate) and ‘cultural’ (e.g. recreation) services.
Its findings not only demonstrated the importance of ecosystem services to human well-
being, but also showed that at global scales, many key services are being degraded and used
unsustainably. The MA challenge was taken up by the UK House of Commons Environmen-
tal Audit Committee (2007) which recommended that, ‘ultimately the Government should
conduct a full MA-type assessment for the UK to enable the identification and development
of effective policy responses to ecosystem service degradation’. Throughout this paper we
illustrate the principles put forward by reference to the empirical approach adopted by the
UK NEA.1

1 For further details see http://uknea.unep-wcmc.org/.
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This is not a conventional economics journal paper. Rather it is intended as a means of
introducing both economists and non-economists (and in particular natural scientists) to the
UK NEA and through that to the wider principles involved in the application of economic
analysis techniques to ecosystem service assessments.2 As such there are certain sections
which review basic economic principles. We hope that the regular audience of this journal
will tolerate this and find something of interest in the application of such techniques to the
issue of ecosystem services.

Ecosystem service assessments and accompanying economic analyses can be roughly
divided into two types.3 ‘Sustainability analyses’ are typically focused upon changes occur-
ring up to the present day and involve assessing whether or not the observed development
path of an economy has been progressively running down the natural asset base which under-
pins its viability. Such analyses provide important early warning signals for non-sustainable
growth patterns (see for example, MA 2005 and TEEB 2009). However, once such warnings
have been raised ‘programme evaluation’ analyses provide forward-looking, policy relevant
assessments and comparisons of available alternative future development strategies. Such
analyses are typically implemented through assessments of one or more future scenarios, the
drivers of which include forecasts of environmental change, trends in domestic and world
markets and potential (and possibly dynamically compensating) policy shifts. The UK NEA
undertakes both forms of analysis, encompassing both a sustainability analysis of historic
trends from the middle of the last century to the present day, as well as programme evaluations
of different, alternative futures from the present until 2060 as captured in a series of scenario
analyses. Given the prior literature on sustainability evaluations, the present paper focuses
upon the forward looking programme evaluation element of the UK NEA and in particular
the economic analyses to be conducted as part of this.

True to the economics roots of this paper we start by making a number of assumptions.
However, we subsequently relax these to arrive at what we hope is a generally applicable
approach to undertaking economic analyses for policy orientated, forward looking, ecosystem
assessments of alternative scenarios.

Our initial assumptions hold constant two complicating factors; the passage of time and
the sustainability of stocks of ecosystem assets. We neutralise the former issue by initially
focussing upon a given scenario operating in a single period across which we assume indi-
viduals are indifferent as to when flows are received.4 Considering the latter issue and noting
that ecosystem services are flows generated by stocks of ecosystem assets5 (e.g. the flow of
trees for timber is generated by the stock of global forests), we further simplify by initially
assuming that the rate at which ecosystem services are extracted is sustainable in that it does
not reduce stocks over the assessment period (e.g. harvesting of timber stays within the range
of natural regeneration). We relax both assumptions subsequently, but with these in place
we now consider how one might conduct an economic analysis of ecosystem service flows
across the period.

We start by discussing the overall conceptual framework of our approach and developing
an accompanying terminology. We use this to consider the web of natural world relations
underpinning each ecosystem service and acknowledge the role which human and manu-
factured capital play in combining with such services in the production of welfare bearing
goods (e.g. trees are an insufficient input to generate timber which also requires human skills

2 We are grateful to the Guest Editors for the invitation to submit such an unconventional paper.
3 We are grateful to Sir Partha Dasgupta for highlighting this distinction.
4 Whether such a period actually exists we do not debate as we relax this assumption subsequently.
5 We are grateful to Karl-Göran Mäler for his advice and invaluable comments regarding this issue.
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and technology).6 We then consider methods for isolating the ecosystem service element
within the production of such goods before considering the various methods used to value
ecosystem services. These principles are put into practice through a related series of illus-
trations considering the issue of land use. These examples also serve to underline the need
to ensure that economic analyses recognise the inherently spatial nature of most ecosystem
services. This discussion is also used to relax our single period assumption. By allowing the
benefits and costs of ecosystem services to occur across multiple periods we highlight the
treatment of time within economics through the process of discounting. Finally we relax our
sustainability assumption and consider cases where the ‘harvesting’ of ecosystem service
flows may lead to the long term depletion of natural assets. We conclude our discussions by
considering alternative approaches to dealing with such problems.

2 Conceptual Framework and Terminology

The Millennium Ecosystem Assessment defines ecosystem services as “the benefits people
obtain from ecosystems” (MA 2005; p. 53). Fisher and Turner (2008) expand on this defini-
tion to propose that “ecosystem services are the aspects of ecosystems utilized (actively or
passively) to produce human well-being” (p. 2051). Both definitions clarify the anthropocen-
tric focus of the ecosystem service concept.7 While a wider understanding of environmental
processes may be a necessary part of any ecosystem assessment, it is the role of the natural
world in delivering human wellbeing which is central to assessments of ecosystem services. It
is this human focus that necessitates the integration of economic analysis within such assess-
ments so that we can quantify and value ecosystem services ensuring that their importance
and worth can be incorporated within decision making.

As mentioned previously, the level of ecosystem service ‘harvested’ within any given
period can be thought of as a ‘flow’ extracted from an underlying ‘stock’ of ecosystem asset
(Barbier 2009; Mäler et al. 2009).8 Just as with a stock of financial wealth in a bank, the
withdrawal rate can either be sustainable (say an amount which is less than or equal to the
real value of interest paid in that period) or unsustainable (an amount which, if maintained,
will eventually deplete the real value of the asset to levels which then reduce the available
flow of income).9 However, we initially consider just a single period throughout which the

6 Changes in scenario are reflected by alterations in the levels of services and other inputs resulting in altered
outputs of goods.
7 This also alerts us to the potential conflicts which may arise when decision making is based on preferences.
Some people may consider certain species’ repulsive or dislike entire ecosystems. In a recent economic val-
uation study, respondents gave positive values for reductions in the extent of coastal mudflats (Bateman et
al. 2009b); a finding which reflected the negative visual amenity of such areas as perceived by many people.
Of course these need to be set against the biodiversity habitat, coastal defence, pollution regulation and other
benefits such areas provide (Barbier 1994). Nevertheless decision making through economic valuation is a
reflection of human preferences. This is, with some caveats (certain of which we discuss subsequently), in line
with a democratic ethos but as such exposes assessments to the tyranny of the majority. At the same time it
shows that pressure groups can attempt to influence the outcome of economic analyses of ecosystem services
by changing peoples’ preferences.
8 Having a larger stock of ecological assets might mean that more services will be enjoyed although, as Barbier
et al. (2008) and Boyd and Krupnick (2009) note, the relationship may be non-linear and lagged.
9 Note that economists will sometimes refer to flows as income and to stocks as wealth, the true intergener-
ational value of which is referred to as ‘inclusive’ or ‘comprehensive’ wealth (Arrow et al. 2007; Dasgupta
2009; Mäler 2008; Mäler et al. 2009) as discussed subsequently.
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rate of flow extraction is sustainable in that it does not deplete stocks (an assumption which
we relax subsequently).10

From an economic perspective then, ecosystem services are those contributions of the nat-
ural world which generate goods which people value. However, this statement requires some
qualification. First, by ‘goods’ we mean any item or construct that increases human welfare.11

This includes physical products (e.g. the role of ecosystem services in the production of food)
and less tangible goods (e.g. detoxification services). It also includes items which generate
use values (such as those just mentioned) and non-use goods which are valued purely for their
continued existence (e.g. some unobserved biodiversity). Second, although the valuation of
such goods relies upon standard economic theory (Daily 1997; MA 2003; Pagiola et al. 2004;
Heal et al. 2005; Barbier 2007, 2009; Sukhdev 2008), these values might not be perfectly or
even partially reflected in market prices and therefore require the application of non-market
valuation techniques (subsequently we briefly discuss goods which may not be amenable to
such methods). This process of uncovering the true value of goods and using this to ensure
decisions contribute to improving human welfare is the defining rationale for economic anal-
ysis12 and can result in major gains in wellbeing even when (as currently assumed) the use
of ecological assets is sustainable; it obviously takes on an even more crucial role in cases
(as considered subsequently) of unsustainable ecological exploitation.

As noted in our introduction, the focus of this paper is to consider the role of economic
analysis for ecosystem service assessments within the context of supporting future orientated
policy decision making at a project or programme level. This emphasis imposes some struc-
ture upon both the economic and natural science elements of ecosystem service assessments.
In particular, Fisher et al. (2008) note the potential for double counting errors if an attempt is
made to directly value those ecological processes (e.g. weathering, soil formation, nutrient
cycling, etc.) which support multiple ecosystem services. The concern here is that if we value
both these primary ecological processes (functions) and what we can term the ‘final ecosys-
tem services’ which directly generate wellbeing or directly contribute to the production of
goods, then we are liable to overestimate the total values generated. An obvious concern in
adopting such an approach is that an over-concentration on final ecosystem services and their
use and non-use to humans may place underlying ecological assets at risk (Gren et al. 1994;
Turner et al. 1999) thereby risking over exploitation and system change or collapse. This has
to be guarded against by imposing the constraint that ecosystem assets are not run down to
unsustainable levels; an issue we are currently assuming away and which we return to focus
upon subsequently.

10 Of course some resources are physically non-renewable, for example coal stocks. This highlights the fact
that we are looking at the maintenance of services rather than the physical constitution of any given asset. So we
might run down the stock of coal yet maintain the service of energy provision by increasing stocks of alterna-
tive energy resources. However, other resources, such as global oxygen stocks, are effectively non-renewable
and non-substitutable (Ayres 2007).
11 This definition is therefore a deliberate conflation of the three forms of ecosystem service benefit defined
by Daily (1997) and Barbier (2007), namely: (i) “goods” (e.g., products obtained from ecosystems, such as
resource harvests, water and genetic material), (ii) “services” (e.g., recreational and tourism benefits or certain
ecological regulatory functions, such as water purification, climate regulation, and erosion control), and (iii)
cultural benefits (e.g., spiritual and religious beliefs, heritage values).
12 This is very different from accountancy with which economics is sometimes erroneously confused. The
accountant focuses upon the market price of goods (which for many environmental goods is zero), while the
economist is interested in their true value.
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We can now define a set of terms for subsequent use and which are intended to be intuitively
accessible to both natural scientists and economists:13

• We place ecosystems in their particular spatially and temporally defined context. This
requires us to know the relevant boundary conditions (e.g. elevation, slope, climate, etc)
which define this context at any given location.

• Given these boundary conditions we can observe the pertaining ecosystem structure (e.g.
animals, birds, plants and their connections, etc.) and processes (e.g. nutrient cycling etc).

• ‘Ecological assets’ are the stocks of potential services which the ecosystem, conditioned
by structure and processes, might provide. In economic terms we can think of these as
the ‘wealth’ of the ecosystem.

• We use the term ‘ecosystem services’ to refer to the flow of services (outcomes of structure
and processes) provided by ecological assets in some assessment period.

• ‘Final ecosystem services’ are simply the last item in the chain of ecosystem functioning
which inputs to the production of goods. They are the aspects of the natural environment
which most directly affect human wellbeing during an assessment period and can also be
thought of as the natural ‘income’ enjoyed during that time. The focus on the final item in
the chain of ecosystem services is simply to avoid the double counting which would occur
if we also included those more primary and intermediate supporting services. However,
while a focus upon final ecosystem services significantly simplifies the economic valu-
ation task, it is insufficient to ensure sustainability and we return to consider this latter
problem later in this paper.

• ‘Good’ is the term we use for any object or construct which generates human wellbeing.14

This includes both physical and non-physical (pure experiential) objects. So a beautiful
natural landscape generates amenity views which are a good to the outdoor walker as
much as a piece of timber is a good to the home improver. As noted, some of these items
come straight from the natural world without the intervention of humans; the visual ame-
nity of the natural landscape being an example of this (here the final ecosystem service
and the good are identical). In contrast other items (like our timber example) require some
inputs of manufactured or other human capital.

• ‘Benefit’ is simply the change in human wellbeing generated by a good. Previous ecosys-
tem service assessments have on occasion used the terms ‘good’ and ‘benefit’ synony-
mously. However, we draw a sharp distinction to highlight the fact that the same good can
generate very different benefit values depending on its context (e.g. location) and timing
of delivery.15 Note that some goods generate instrumental ‘use value’ (e.g. the timber
example), while others deliver ‘non-use value’ (e.g. the knowledge that biodiversity is
being conserved even if the person expressing the value does not observe the species
concerned). These benefits include both use and non-use values.

13 We acknowledge that these terms differ from some of those which economists have used previously; see
for example Heal et al. (2005).
14 Note also that this definition of good embraces the economic definitions of both goods and economic
services (the latter term including non-consumptive, experiential items). This is a deliberate simplification
intended to enhance understanding between the natural and social sciences and avoid a double meaning of the
word ‘service’ being used.
15 For example, considering the spatial context of a good, a woodland situated on the edge of a major city
will generate much greater recreation benefits than a physically identical woodland situated in some remote
area. Of course biodiversity might be inversely related to urban proximity. Analysing such trade-offs are the
essence of environmental economics.
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Fig. 1 Phases of a joint ecosystem assessment and economic analysis for a single scenario (examples given
in parentheses). Notes Solid lines indicate relations which always apply while dotted lines indicate relations
that may or may not apply, as determined on a case by case basis

With these definitions in hand we can now provide a schematic representation of the over-
all integration of economic analyses within ecosystem service assessments for any single
given scenario, as illustrated in Fig. 1.

Figure 1 provides a route map for our subsequent discussions. Starting from the top, we see
the initial flow from primary and intermediate through to final ecosystem services. In many,
but not all,16 cases the latter services will then be augmented by human and manufactured
capital inputs before generating welfare bearing goods. We then isolate the contribution of
ecosystem services to the production of those goods as failing to do so negates the contribution
of human and manufactured capital and so risks overstating the value of ecosystem services

16 Hence the use of dashed lines to indicate relations that may not necessarily apply.
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and undermining the credibility of such analyses. Once isolated, economic analyses seek to
assess this value in monetary terms. While complex, this task permits the decision-maker to
compare the value of ecosystem service benefits on an equal footing with the other goods (e.g.
healthcare, education, etc.) which determine social wellbeing. However, as acknowledged
in Fig. 1, at present not all of the benefits derived from ecosystem services are necessarily
amenable to monetary valuation (e.g. environmentally related social norms; the spiritual value
of the natural world; etc.). However, the drive of the UK NEA and the focus of this paper is
to apply economic assessment as widely as possible and utilise alternative approaches17 only
as necessary, feeding these appraisals into the final assessment of wellbeing as constraints
upon, or consequences arising from, alternative decision strategies. For any given scenario
the final stage of the analysis is to assess the sustainability of a situation in terms of the stock
of underlying ecological assets. As mentioned, we currently assume this away and return
to this vital issue in the latter part of this paper. Altering the trend, environmental or policy
drivers which define a scenario will result in changes to ecosystem service and manufactured
or human capital inputs which will in turn feed through to different outputs of goods and
hence altered values.

3 From Ecosystem Services to Welfare Bearing Goods: Scenario Analyses

Figure 1 illustrates the distinction between supporting primary processes and the final eco-
system services which contribute directly to the production of goods. However, an assess-
ment needs to address both primary processes and final ecosystem services, as the status of
the former provide vital information for evaluating the sustainability of systems (currently
assumed to be sustainable), while the latter is required for analysis of the economic value of
service flows. Clearly accurate quantification of natural assets and services is a pre-requisite
for any credible ecosystem assessment. In the case of the UK NEA, a team of over 160 emi-
nent natural scientists were assembled to quantify the status of ecosystem processes, assets
and final ecosystem services they generate across the UK.18 The natural science team was
divided into two major groupings; those working to assess individual habitats (eight groups
as follows: Mountains, moors and heathlands; Semi-natural grasslands; Enclosed farmland
including arable and improved grasslands; Woodlands; Freshwater, wetlands and flood plains;
Urban; Coastal margins; and the Marine environment) and those collating information across
the former groups to asses trends and interactions in services (four groups as follows: Sup-
porting services including primary and intermediate services; Provisioning services such
as food, wood, etc.; Regulating services such as pollution assimilation, climate regulation,
natural disease control, etc.; and Cultural services including those items to be quantified in
non-monetary terms such as spiritual values, ecological education, etc.). In addition to these
central groups a further team was assembled to ensure that the contribution of biodiversity

17 Some argue that such issues require alternatives to the individual centred approach of economics, favouring
instead group approaches to assessment (Wilson and Howarth 2002; Spash 2008). More compatible with the
approach of economic analysis is the recent rise in research into direct measures of subjective wellbeing and
happiness (Kahneman et al. 1997; Layard 2005; Oswald and Wu 2010). Here researchers model individu-
als’ self-rated happiness as a function of their socio-economic circumstances and prevailing environmental
conditions (Welsch and Kuhling 2008), thus permitting estimation of an implicit trade-off between the two.
18 A substantial complication concerns international trade in ecosystem services (both imports and exports
of ecosystem services and waste). While the UK NEA will conduct preliminary assessment of this trade the
major focus is on domestically produced ecosystem services.
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Table 1 Final ecosystem services and corresponding goods: Examples from the UK NEA

Final ecosystem servicea Principal related goods

Production of crops, plants, livestock, fish, etc.
(wild and domesticated)b

Food, fibre, energy, genetic resources, industrial
inputs, fertiliser, avoidance of climate stress,
recreation and tourism, physical and mental
health, ecological knowledge, etc.

Production of trees, standing vegetation and peatb Timber, avoidance of climate stress, energy,
noise regulation, recreation and tourism, etc.

Production of wild species diversity including
microbesb,c

Natural medicine, disease and pest control,
genetic resources, wild food, bioprospecting,
recreation and tourism, physical health,
ecological knowledge, etc.

Production of water quantityb,c Potable water, Industrial use of water, flood
protection, energy, recreation and tourism,
physical health, ecological knowledge, etc.

Regulation of the climatec Avoidance of climate stress, physical and mental
health, ecological knowledge, etc.

Regulation of hazards; related vegetation and
other habitatsc

Coastal protection, erosion protection, flood
protection, avoidance of climate stress,
physical and mental health, ecological
knowledge, etc.

Breakdown and detoxification of wastec Pollution control, waste removal, waste
degradation, physical and mental health,
ecological knowledge, etc.

Purification processesc Clean air, clean water, clean soils, physical
health, ecological knowledge, etc.

Generation and maintenance of meaningful
places; socially valued landscapes and
waterscapesd

Recreation and tourism, physical and mental
health, ecological knowledge, etc.

a As noted previously, other inputs (e.g. manufactured capital) may in some occasions be required to combine
with final ecosystem services in the production of goods. Relating the final ecosystem services to the MA
(2005) nomenclature:
b ‘Provisioning’ services;
c ‘Regulating’ services;
d ‘Cultural’ services. ‘Supporting’ services relate to primary ecological services

to all groups of services was assessed.19 Further groups were added to allow analyses to
be aggregated to specific spatial decision making levels, notably for each of the individual
countries subsumed within the UK.

The economics team was organised to complement the natural science structure of the
UK NEA with subgroups assigned to work with each of the habitat, service and biodiversity
teams. An early task involving both the economists and natural scientists was to define the
list of final ecosystem services and corresponding goods around which the economic analysis
would focus. This clarified the distinction between final ecosystem service (e.g. trees) and
economic good (e.g. timber). Table 1 provides an overview of some of the final ecosystem
services and corresponding goods being considered under the UK NEA.20

Mapping and quantifying the linkages between primary processes, intermediate and final
ecosystems services through to welfare bearing goods is one of the most fundamentally

19 The special focus accorded to biodiversity reflects a concern that, because of its highly interactive and
co-dependent role across multiple habitat groups, it might be overlooked if only dealt with at the habitat level.
20 This classification appears similar and is conceptually compatible to that given by Haines-Young et al.
(2009) in their recent report to the European Environment Agency on this issue.
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important undertaking for an ecosystem assessment. Analysis of historic trends then permits
a sustainability analysis of development to date. However, policy making requires future
orientated assessments conducted through analyses of scenarios. The crucial outset point for
any scenario analysis is the baseline from which all alternative scenarios are to be judged.
A number of options exist for defining such baselines, including the present day position,
extension of current trends or a Bayesian approach. Whichever approach is preferred, an
obvious baseline would use prior trends and existing best estimates to construct the likely
future path for ecosystem services taking into account three drivers: (i) available knowledge
on environmental change (e.g. UK Climate Projections estimates of climate change), (ii) the
likely path of market forces (e.g. OECD and FAO estimates of economic activity, commodity
and fuel prices, etc.) and (iii) ongoing and planned policy initiatives (e.g. continued reform of
the EU Common Agricultural Policy). The definition of alternative future scenarios has been
a substantial focus of recent research (OST 1999, 2003; IPCC 2000; Environment Agency
2001; UKCIP 2001; Hulme et al. 2002; MA 2004; PMSU 2004; Pinnegar et al. 2006; Murphy
et al. 2009; Foresight Foresight Land Use Futures Project 2010). However, like most ecosys-
tem assessments, the UK NEA considers a number of alternatives reflecting multiple changes
in the environmental, market and policy drivers outlined above. These reflect not only the
best estimates underpinning the baseline, but variations due to uncertainty and a variety of
policy response options. Scenarios can also be constructed to reflect aspirational objectives
through which inspection of the changes required to achieve such ends can be undertaken.

4 Isolating the Ecosystem Service Contribution to the Production of Welfare
Bearing Goods

As discussed in greater detail subsequently, the value of ecosystem services is generally
assessed by looking at the welfare generated by the goods produced using those services
(whether they generate use and/or non-use values). However, this does not imply that we
can attribute all of the value of those goods to ecosystem services. To show this consider
a situation in which a given ecosystem service input is lost. Outputs of associated goods
may therefore reduce and in extreme cases fall to zero. However, even in the latter case we
may well be in error if we assign all of the value of those goods to the ecosystem service.
This is because those goods are often produced by combining ecosystem services with other
resources such as manufactured or human capital. While the loss of ecosystem service inputs
would almost inevitably lead to some net loss of value,21 this value loss is not total as there
will be some reallocation of these other resources to different ends. Assigning all of a good’s
value to its ecosystem service input assigns a zero value to all other inputs and ignores the
potential for reallocation of the latter inputs to other productive ends. Such error would over-
estimate the value of ecosystem services in a way that risks undermining the credibility of
assessments and a return to the default position of ignoring ecosystem values.

So, before we jump to consider the value of ecosystem services, we first need to consider
the role they play in the production of quantities of goods. To do this we also need to con-
sider and control for all the other inputs which affect that production. There are a number of
ways to undertake such an analysis, but one which illustrates the underlying principles is to
consider a ‘production function’ such as the following:22

21 Both because of the loss of the ecosystem service itself and because one might expect that the other
resources being used had been so allocated because this was the best way in which they could be used.
22 For an introduction to production functions see Perman et al. (1996) and Chiang (1984).
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q = q(m, n)

where q denotes the output of some good, m is a vector of manufactured and human capi-
tal inputs (e.g. labour) and n denotes a vector of natural capital inputs of which one is the
ecosystem service we are focussing upon. There are a host of possible specifications of the
production function (see Griffin et al. 1987) and the task of defining a given form typically
involves considering both the empirical suitability of a form and how well it reflects reality.
For the purposes of illustration we can consider the Cobb—Douglas (CD) production func-
tion (Chiang 1984) which has some properties likely to be reflected in ecosystem services.
The CD function is as follows:

q = mαnβ

If there are multiple inputs involved in producing q (say 1 to M of the m inputs and 1 to N
of the n inputs) then the CD production function becomes:

q = mα1
1 mα2

2 , . . . , mαM
M nβ1

1 nβ2
2 , . . . , nβN

N

The CD function has a useful property when we take natural logarithms that:

ln q = α1 ln m1 + α2 ln m2 + · · · + αM ln mM + β1 ln n1 + β2 ln n2 + · · · + βN ln nN

where the coefficients α1, α2, . . . , αM , β1, β2, . . . , βN are known as the ‘elasticities’ of pro-
duction of q of the respective inputs m1, m2, . . . , mM , n1, n2, . . . , nN . This means that, all
else remaining equal, a one percent increase in input n1 will lead to a β1 percent increase in
production of q. The value of these coefficients reflects available technology and will there-
fore change with technology but, broadly speaking, technical improvements will increase the
value of the coefficients indicating that we obtain more output for a given unit of input.

The CD function (like most feasible production functions) exhibits the property that as
we reduce the level of one input so we have to increase levels of one or more other inputs
in order to maintain the level of output of q. The rate at which one input can be substituted
for another while keeping output constant is known as the elasticity of technical substitution
which we denote as σ . If σ = 0 then any reduction in an input will directly reduce output
and cannot be offset by increases in other inputs.23 This describes a ‘strong sustainability’
(Pearce et al. 1989) situation where the level of ecosystem service inputs from natural capital
must be maintained to ensure long-term sustainability. At the other extreme, when σ = ∞
then the impact on q of an x percent decrease in one input can always be exactly offset by
a y percent increase in another. Such as situation conforms to a ‘weak sustainability’ (ibid.)
worldview in which there are no ‘critical’ inputs without which production is impossible and
sustainability is ensured simply by ensuring that the sum of natural and manufactured capital
is non-declining, rather than by needing to maintain any particular (e.g. natural) capital type.

Typically σ is neither zero nor infinite, lying instead between these extremes.24 Here
reductions in say natural capital inputs can be substituted for by increases in manufactured
capital but in a manner such that, as the availability of n declines, so progressively greater
quantities of m have to be employed to maintain output of q. Now where all inputs are priced

23 An example is the Leontief production function where inputs can only be combined in fixed proportions
such that an increase in just one input has no impact on production, while a decrease in one input cannot be
offset by increasing another.
24 The CD function provides such an example for which σ = 1. One of the less plausible aspects of the CD
function is that it indicates that if and only if any input fell to zero then q would also cease. In reality such
states might be unlikely to occur due to the very large levels of other inputs required to maintain q as any
given input is run down toward zero.

123



I. J. Bateman et al.

at their true value then the progressive nature of this substitution relationship provides a break
on the over-exploitation of any given resource. However, when some inputs (such as n) do
not have market prices or those prices underestimate their true value then producers have an
incentive to continually substitute n for m and drive down their costs irrespective of the loss
of n (and associated true value) this will incur. This incentive persists even in areas of the
production function where large inputs of n are needed to substitute for further reductions
in m. Such incentives underpin the growing drive to value natural asset inputs as reflected in
analyses such as the UK NEA.

Real world production relationships are often more complex than the CD case and may
involve a plethora of inputs exhibiting a variety of output and substitution relationships within
a single function (we consider an example subsequently). Despite this, for the reasons dis-
cussed previously, it is important to identify the contribution of ecosystem services to goods
separately from those obtained from manufactured and other human capital. However, even
when this is achieved we still face the tricky issue of valuing these ecosystem service inputs;
an issue to which we now turn.

5 Valuing Ecosystem Services

Perhaps the source of most confusion in practical decision making concerning the envi-
ronment are two commonplace terms which most people use interchangeably: ‘value’ and
‘price’.25 That they are not in fact equivalent is easy to demonstrate. Consider a walk in a
local park. The market price of such recreation is likely to be zero as there are no entrance
fees and anyone can simply walk in. However, the very fact that people do indeed spend their
valuable time in parks shows that this is not a zero value good. It is clear to see that ‘value’ and
‘price’ are not necessarily the same thing. In fact price of some unit of consumption is simply
that portion of its value which is realised within the market place. Now in some cases price
may be a perfectly acceptable approximation to value, particularly where all the inputs to the
production of a good are privately owned, that good is produced in a competitive market26

and where there is not large scale intervention by governments or other authorities.27 Indeed
even when these latter distortions do arise economists can often adjust for their influence.
However, as the park recreation example shows, market price can in some cases be a poor
approximation of value, indeed this divergence can often be substantial and is a characteristic
of many of the goods produced by the natural environment.

Economists have developed a variety of methods to for estimating the value of goods
whose market prices are either imperfect reflections of that value or non-existent. These
methods are discussed in detail through a variety of reviews and guidelines see, for exam-
ple, Barbier (2007), Bateman (2007), Bateman et al. (2002a), Champ et al. (2003), Freeman
(2003), Hanley and Barbier (2009), Heal et al. (2005), Kanninen (2006) and Pagiola et al.
(2004). This is a substantial literature and we are unable to provide a detailed assessment
within the confines of the present paper. Accordingly we present only a brief summary and
critique of the methods overviewed in Table 2 with the reader referred to the above literature
for an in-depth consideration. Furthermore we emphasise that, within this section we retain

25 Another common and related confusion concerns the terms ‘accountant’ and ‘economist’. Accountants are
interested in market prices, whereas the true economist should be interested in values.
26 Typically, the less competitive a market the more any individual producer can exerting pressure upon price.
27 Interventions such as government subsidies or taxation can strongly distort prices away from their com-
petitive market levels.
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our focus on just the present period but note that true values can only be fully captured within
a multi-period assessment to which we turn subsequently.

Considering Table 2, as noted, market prices can in some cases provide an acceptable start-
ing point for valuation.28 However, adjustment should always be made to correct for market
distortions such as taxes and subsidies (which are effectively merely transfers from one part
of society to another) as well as for non-competitive practices (Freeman 1991; Nicholson et
al. 2009; Dasgupta 2009). Related to this approach, is the factor input or production function
method (see Barbier 2000, 2007; Freeman 2003 and Hanley and Barbier 2009). As discussed
in the previous section, this examines the contribution of all of the inputs used to produce
a good in terms of the value they add.29 This approach can be applied to a range of market
(consumption) goods but has also been used for valuing regulatory and ‘protection’ goods
(examples of the latter including flooding and extreme weather protection).30 All of these
approaches infer values by examining linkages with (adjusted) market priced goods. This
tactic is also used in the examination of potential value losses in terms of avoided damage
costs or behaviour and expenditure intended to avert such damages.31 However, we have
excluded the use of restoration or replacement costs as a proxy for the value of ecosystem
services. Although there are a few interesting examples of such studies,32 many economists
consider that such methods should be used with caution (Barbier 1994, 2007; Ellis and Fisher
1987; Freeman 2003; Heal 2000) due to the likelihood that restoration or replacement costs
will bear little resemblance to the values they approximate.

The methods described above might appear straightforward. However, this is somewhat
deceptive. Recall that the task of the economist is to estimate the value of goods in terms of
the welfare they generate, rather than simply their market price. As mentioned it is only under
a set of fairly restrictive assumptions that we can take market price as a direct estimate of
value (recall the park recreation example) and the adjustment process from the former to the
latter is far from straightforward. However, even this route becomes impassable for goods
which are devoid of market prices such as outdoor, open-access recreation, or peace and
quiet. Revealed preference methods provide an approach to the valuation of goods such as
these where an individual can only enjoy some non-market environmental good through the
consumption of some market priced private good. Here economists make use of the ‘weak
complementarity’ concept introduced by Mäler (1974) to examine how much individuals
are prepared to spend on the private good in order to enjoy the environmental good, thereby
revealing the value of the latter. A number of variants of the revealed preference approach
exist. For example, the travel cost method examines the expenditure and time that individuals
are prepared to give up to visit environmental recreation areas. Similarly, the hedonic property
price method examines the premium which people are prepared to pay in order to purchase
houses in areas of higher environmental quality (e.g. quieter, less polluted neighbourhoods).

28 The use of market prices within a green accounting approach to assessing ecosystem services is discussed
by Cairns (2002).
29 Examples of production function based valuations of ecosystem services include: multi-purpose woodlands
(Barbier 2003; Boscolo and Vincent 2003; Nalle et al. 2004); marine nutrient balance (Gren et al. 1997; Smith
2007; Knowler et al. 2001; Knowler and Barbier 2005), pollination (Ricketts et al. 2004); power generation
(Considine and Larson 2006); fisheries (Rodwell et al. 2002; Mardle et al. 2004; Sumaila 2002; Barbier 2003,
2007); watershed protection (Kaiser and Roumasset 2002; Hansen and Hellerstein 2007).
30 Examples include the storm protection values of mangroves in Thailand (Barbier 2007) and hurricanes
along the US Atlantic and Gulf coasts Costanza et al. (2008).
31 Note that the averting behaviour method could also be viewed as a variant of the revealed preference
approach discussed subsequently.
32 See, for example, the study of the New York City drinking water source in the Catskills Mountains discussed
by Chichilnisky and Heal (1998).
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By controlling for other determinants (e.g. the number of bedrooms in a property) such pur-
chases reveal the values people hold for these environmental goods.33 However, while these
methods have been widely applied, they have various drawbacks and limitations. They often
require a number of assumptions to hold34 as well as copious amounts of data and intensive
statistical analysis.

While revealed preference techniques tend to be applicable to a relatively narrow range of
goods, stated preference approaches such as contingent valuation and discrete choice exper-
iment methods should, in theory, be applicable to a wide range of ecosystem service goods35

and typically they are the only option available for estimating non-use values.36 Such meth-
ods are defensible in cases where respondents have clear prior preferences for the goods in
question or can discover economically consistent preferences within the course of the survey
exercise. Where this is not the case then elicited values do not provide a sound basis for
decision analysis. Such problems are most likely to occur for goods with which individuals
have little experience and poor understanding (Bateman et al. 2008a,b, 2010a).37 Therefore
while stated preferences may provide sound valuations for high experience, use value goods,
the further we move to consider indirect use and pure non-use values, the more likely we are
to encounter problems.

While a number of solutions have been proposed for the problem of valuing low experience,
non-use goods,38 we have to consider those cases where such values cannot be established to
any acceptable degree of validity. The question of what should be done in such cases has gen-
erated much debate, but one approach is the adoption of ecological standards (see subsequent
discussion of ‘safe minimum standards’) to ensure the sustainability of resources (such as
the continued existence of species) which are not amenable to valuation (Farmer and Randall

33 Notice that the hedonic property price approach examines the value of a flow of services as capitalised
within house prices. A related approach is to model the relationship between the price of land and its attri-
butes. Examples of such ‘Ricardian’ analyses include Fezzi and Bateman (2010), Mendelsohn et al. (1994),
Schenkler et al. (2005) and Seo et al. (2009).
34 See, for example Randall (1994) on the travel cost method and Day et al. (2007) on the hedonic pricing
method.
35 The stated preference literature is vast but for a few examples focussed upon ecosystem services Naylor
and Drew (1998), Banzhaf et al. (2006), Carlsson et al. (2003),Othman et al. (2004), Hanley et al. (2003),
Hearne and Salinas (2002), Huybers and Bennett (2003), Mansfield et al. (2008), Naidoo and Wiktor (2005),
Rolfe et al. (2000).
36 Notice that we deliberately eschew the term ‘intrinsic value’. The word ‘intrinsic’ is defined by the Mer-
riam-Webster dictionary as “belonging to the essential nature or constitution of a thing”. Therefore the intrinsic
value of say an endangered British bird such as the bittern (Eaton et al. 2009) belongs to the bittern and cannot
be accurately defined by another entity such as a human. Of course humans can and do hold values for bitterns.
These can include the use value held by bird-watchers and the non-use values which a wider group hold for
the continued existence of the bittern as a species. However, these are anthropocentric rather than intrinsic
values. To claim that we have any knowledge of intrinsic values lends a confusing and erroneous air of moral
justification to assessments. Although some would argue for notions of human assigned intrinsic values (e.g.
Hargrove 1992), from an economic perspective much so called ‘intrinsic’ values would instead be reclassified
as non-use existence values. Arguably true intrinsic values (e.g. the value of the bittern to the bittern) could be
protected by a property rights approach which makes it illegal to harm the species concerned. However, such
rules are likely only to be enacted when they are actually supported by anthropocentric non-use values.
37 A related problem is where variants of the stated preference approach provide survey respondents with
heuristic cues regarding response strategies (Bateman et al. 2009a).
38 One approach is to use more naturalistic approaches to the description of low experience goods; for exam-
ple using virtual reality software to convey images of landscape goods (Bateman et al. 2009b). Others have
proposed the use of intensive valuation workshops (Christie et al. 2006). However, such techniques are prone
to reliance upon small, unrepresentative samples which, after such intensive experiences cannot be taken as
reflecting general preferences.
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1998). This would not negate the need for economic analysis which would still play an
important role in the identification of cost-effective approaches to ensuring the maintenance
or the provision ecologically sustainable levels.39 A related strategy, the implementation of
offsetting compensatory projects validated for their ecological suitability (Federal Register
1995), would also generally require such cost-effectiveness analysis.40

Despite the various caveats outlined above, probably the most serious problems facing
the effective and robust valuation of ecosystem services are gaps in our understanding of the
underpinning science relating those services41 to the production of goods and the paucity of
valuation studies and available data regarding the values of these goods. While interdisci-
plinary efforts between natural scientists and economists are crucial to addressing the former
problem, the lack of valuation studies has lead to the ongoing development of methods to
transfer values from existing ‘source’ studies to desired ‘policy’ applications.

The value transfer literature42 embraces a number of approaches. The simplest technique
is to search for a prior source valuation study which addresses a good and context which
approximates that of the policy application and apply the value from the former to the lat-
ter.43 This simple approach, often referred to as mean value transfer (because typically it is
the average value which is transferred) is defensible provided that source and policy good
and context are highly similar. However, the limitations of source valuation studies mean that
this often not be the case. In such cases one option is to attempt to adjust the source values by
incorporating differences between the source and policy contexts (e.g. differences in good
characteristics, changes in valuing populations and their characteristics, different use costs
or substitute/complement availability, etc.). Although some studies have attempted to affect
such adjustments through expert assessment, a quantified adjustment process is clearly pref-
erable if executed carefully.44 One variant of the latter approach is to conduct a meta-analysis
of results from previous studies, relating values to the characteristics of those studies and
the goods and contexts valued. Such an analysis typically yields a regression model linking
values to the characteristics captured in the available source data. The analyst can then apply
the characteristics of some policy case to this model to estimate the relevant value. So, for
example, Brander et al. (2006) conduct a meta-analysis of over 190 wetland valuation stud-
ies, providing 215 value observations. Significant determinants of value include, amongst

39 For an example of a cost-effective approach to species preservation see Bateman et al. (2009c) and contrast
this to the highly variable stated preference values for these projects given in Bateman et al. (2010a).
40 An exception being cases where there is only one option available for delivering sustainability, in which
case that option becomes a fixed constraint on any development policy (Barbier et al. 1990).
41 Two problems are particularly highlighted: (i) the availability of quantified data on changes in the provi-
sion of services over time and space under different scenarios; (ii) quantified understanding of the interactions
between ecosystems and their services, particularly under novel general stressors such as global climate change.
These issues will require concerted action and high degrees of collaboration between the natural and social
sciences.
42 Examples of value transfers (sometimes called benefit transfers although this is confusing as these tech-
niques can also be applied to costs) and related meta-analyses for environmental goods include Barton 2002;
Bateman et al. 2009d, 2010b; Bateman and Jones 2003; Bergland et al. 1995; Brouwer 2000; Brouwer and
Spanninks 1999; Brouwer et al. 1999; Carson et al. 1996; Desvousges et al. 1992; Downing and Ozuna 1996;
Johnstone and Duke 2009; Johnston et al. 2005, 2006; Leon-Gonzalez and Scarpa 2008; Lindhjem and Navrud
2008; Moeltner et al. 2007; Muthke and Holm-Mueller 2004; Navrud and Ready 2007; Ready et al. 2004;
TEEB 2009; Zandersen et al. 2007.
43 Transfer databases such as The Environmental Valuation Reference Inventory (EVRI, available at www.
evri.ca) have been developed to assist the search process for such applications.
44 This caveat is important. Poor or incomplete quantitative adjustments can generate greater errors than sim-
ple mean value transfers (see demonstration by Brouwer and Bateman 2005). However, accurate, quantified
and full adjustments outperform simple mean transfers (Bateman et al. 2009d).
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others, wetland size, the ecosystem services and goods provided and population characteris-
tics related to size and income.45 By quantifying these variables for some policy application,
analysts can use the parameters of the meta-analysis model to estimate values for the policy
case.

An alternative and potentially more flexible and sophisticated approach to adjusting from
source to policy values is to estimate and transfer a spatially explicit value function. This
approach can be applied to the estimation not only of unit values but also to predicting
the quantity change to which they are applied. For example, Bateman et al. (2010c) collect
data on the location and frequency of trips to river sites across a large area of north-eastern
England (chosen because of its diversity of river qualities and locations, and the variability
of population density and socioeconomic characteristics). By interviewing a large sample of
households and applying a variant of the travel cost model46 the analysts estimate a model
which predicts how the number and value of visits responds to a variety of spatially variable
factors. These include both the location and quality of rivers, but also of substitute and com-
plementary attractions and the density and socioeconomic characteristics of the population.
Once such data is gathered its analysis yields estimates of the parameters describing the rela-
tionship between each of the above factors and the number and value of visits. Transferral
of such functions is then relatively straightforward as secondary data sources can provide
information on all of the predictors in the model for any area in the country (e.g. all locations
and distances are provided by analysis of map data while official environment agencies hold
data on river quality and census bodies store population characteristics).47 Extracting such
data for areas of policy interest and applying these to the estimated parameters yields the
desired value and demand estimates.48

Whatever method is chosen for valuing preferences for an environmental non-market
good, it must be capable of capturing the complex contextual aspects of such values. One
of the most complex yet important aspects of such values is that even when, as we continue
to assume, overall stocks are at or above sustainable levels the size of that stock may affect
the value of changes in flows. This can be illustrated in part through reference to the highly
cited study by Costanza et al. (1997) which attempted to provide value estimates for the
total stock of all ecosystem services globally. While their paper very substantially raised
awareness of the application of economics to ecosystem assessments, particularly within
the natural science community, the focus upon valuing total stocks has been criticised on a
number of grounds (e.g. Heal et al. 2005).49 In particular, very few policy decisions relate
to total losses of ecosystem services. Instead policy changes require an understanding of the
value of changing a single unit of a stock. Economists refer to this as the ‘marginal’ value of
the ecosystem service in question. Of course if the value of a marginal unit is constant then
it is straightforward to go from valuing a single unit to valuing whatever number of units

45 A complicating factor in such meta-analyses is the significant effect exerted upon values by the choice of
valuation methodology in the source studies (see also Bateman and Jones 2003).
46 Specifically the travel cost random utility model (RUM) (see Bockstael and McConnell 2006; Champ et
al. 2003; Haab and McConnell 2002).
47 As discussed in Bateman et al. (2002b, 2006) and Troy and Wilson (2006), a geographical information sys-
tem (GIS) greatly eases the computational tasks underpinning related operations such as distance calculations
and can readily be adapted to undertake the value transfer exercise.
48 While the development of these various value transfer methods has allowed researchers to increase the
usefulness of the existing literature (TEEB 2009; Bateman et al. 2010b), there remains a significant informa-
tion gap with respect to source valuations which will only be addressed through a concerted and efficiently
designed programme of research (Carpenter et al. 2009; Nicholson et al. 2009).
49 Note that while they do not provide solutions to these problems, Costanza et al. (1997) are well aware of
these issues and raise these within the discussion of their findings.
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Fig. 2 Marginal benefit curves for two goods

a given policy will create or destroy. However, an interesting phenomena is that for many
goods and services, marginal values will change with the total size of the stock, even when
the overall stock level is above sustainable levels (as presently assumed).

Figure 2 illustrates the relevant point here by contrasting the two cases: the first concerning
the marginal benefit (i.e. the per unit value) of reducing climate change by increasing carbon
storage; the second showing the marginal benefit of increasing the area of recreational green-
space. In both cases we postulate a situation where there is a policy which changes land use
so as to increase the provision of both carbon storage and land for recreation (e.g. through
the creation of wetland areas suitable for peat accumulation and hence carbon storage as well
as recreational visits).

The upper panel of Fig. 2 shows a (virtually) constant level for the marginal benefit of car-
bon storage throughout the range of feasible projects confined to some area of the UK. This
reflects the simple fact that, using existing technologies whereby the bulk of carbon storage is
held in living biomass and soils, the UK is simply not big enough to capture sufficient carbon
to significantly reduce the problem of climate change to the level where the marginal benefits
of further carbon capture change. Only if carbon sequestration were to be undertaken on a
truly global scale would it begin to significantly affect the potential for damaging climate
change and hence reduce the marginal value of further carbon capture. Here then, the total
benefit value of the envisioned provision change is estimated by multiplying the (constant)
marginal benefit of carbon capture by the increase in provision between the baseline and
alternative scenario.

A more complex situation is shown in the lower panel which concerns increases in the
area of recreational land. While initial provision of such area may be highly valued, once
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that is provided, further (marginal) units of land generate progressively lower increases in
recreational value. The Brander et al. (2006) meta-analysis of valuation studies mentioned
previously provides a good example of such a case with per hectare values diminishing as
the overall size of a wetland area increases. This pattern of diminishing marginal values is a
characteristic of many goods (even carbon capture would exhibit such a pattern once climate
change began to be significantly ameliorated).50

The lower panel of Fig. 2 also illustrates why it may be unwise to attempt to estimate the
total value of ecosystem stocks rather than the value of specified changes. A total value would
be given by integrating the marginal value curve back to a level of zero provision. However,
such a situation (e.g. the disappearance of all recreational land) may be highly unlikely to
occur. Equally importantly it moves the calculation through areas of the marginal benefits
curve which are entirely unsupported by data. Extrapolation out of the range of existing data
is likely to generate unrealistically high values. One common alternative to this approach is
to use the current level of marginal benefits and hold this constant for the calculation of total
values. However, just as the former approach is likely to generate over-estimates of value,
this latter method ignores the shape of the marginal benefits curve and is liable to lead to
underestimates of total value. Both options are unattractive and unnecessary. The focus upon
changes in value between feasible scenarios is much more relevant for decision purposes.
Accordingly this is the approach adopted for the UK NEA which argues that, for the valuation
of any good we require:

(i) Understanding of the change in provision of the good under consideration (i.e. the
change in the number of units being provided) given changes in the environment,
policies and societal trends;

(ii) A robust and reliable estimate of the marginal (i.e. per unit) benefit value; and
(iii) Knowledge of how (ii) might alter as (i) changes.

The major challenge facing these requirements is the present state of knowledge regarding
all of these issues. In the absence of full information (which will often be the case), both eco-
system assessments and accompanying economic analyses need to explicitly acknowledge
uncertainties in their work and convey these to decision makers in clear terms. This in itself
poses a substantial challenge which goes beyond the remit of this present paper.

6 Illustrations: Land Use Change

In this section we illustrate the various principles laid out previously, highlighting the issues
of identifying the contribution of certain final ecosystem services to the production of both
market and (subsequently) non-market goods and their economic valuation. We also use this
example to illustrate the importance of incorporating the spatial complexity of the environ-
ment into analyses,51 including the multiple values that can be generated by a given change
and the conflict of values generated by mutually exclusive goods.

50 The two panels of Fig. 2 also reflect the role of location in determining values. While the benefits of storing
a tonne of carbon are spatially unconstrained (all individuals gain from this good), the benefits of increasing
the size of a given recreational area are highly spatially confined, being disproportionately captured by those
who live near to the site. This of course means that the spatial location of recreational sites near to population
centres can substantially increase their value. Bateman et al. (2006) discusses the concept of ‘distance decay’
in such values. Note also that this raises the possibility of localised losses of stocks occurring even when
regional, national or global stocks are maintained. This is likely to generate high spatial specificity in marginal
values.
51 For further discussion of both spatial and temporal complexity see Rodriguez et al. (2006).
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Table 3 Land use share equations parameter estimates for cereals

Variable Estimated coefficient

Pricecereals 0.134 ∗ ∗∗
Pricefertilizer −0.111 ∗ ∗∗
Set aside rate −0.425∗∗∗∗
Environmentally sensitive area (ESA) share of grid square −0.033∗∗∗∗
Park share of grid square −0.019 ∗ ∗∗
Urban share of grid square −0.028 ∗ ∗
Share of agricultural land with slope higher than 6◦ −0.087 ∗ ∗∗
Coastal (dummy) −0.357

Mean elevation 14.170∗∗∗∗
Mean elevation squared 6.333 ∗ ∗∗
Autumn machinery working days 4.174∗∗∗∗
Autumn machinery working days squared −1.283 ∗ ∗∗
Mean potential evapotranspiration 6.727 ∗ ∗∗
Mean potential evapotranspiration squared −2.773 ∗ ∗
Median duration of field capacity −4.794∗
Median duration of field capacity squared 16.670 ∗ ∗∗
Total number of degree days in the growing season −4.228 ∗ ∗∗
Total number of degree days in the growing season squared 2.571 ∗ ∗
Average annual rainfall −3.726

Average annual rainfall squared −1.269

Trend 0.015

Constant 38.040∗∗∗∗
Notes: Due to the limitations of space the equations relative the other land uses and the parameters correspond-
ing to the interactions of the environmental factors are not reported in the Table, but are available on Fezzi and
Bateman (2009). * t-stat > 2; ** t-stat > 3; *** t-stat > 4; **** t-stat > 10

In order to provide a common empirical theme to this illustration we consider the wide-
ranging issue of land use change as this combines all of the topics covered so far in this
paper. Considering first farmed land, we apply the structural model of agricultural land use
developed by Fezzi and Bateman (2009). This model draws upon highly disaggregated 2 km
resolution data for the entire area of England and Wales over a period spanning more than
40 years. The model shows how profit maximising land use alters in response to changes in
the physical environment (e.g. climate change), market conditions (e.g. prices and costs) and
policy (e.g. revisions of the EU Common Agricultural Policy). In estimating this model, rather
than adopt a relatively inflexible function form such as a Cobb-Douglas a more sophisticated
specification52 was employed to yield land use share estimates for all major agricultural
arable and pastoral activities. Table 3 reports just one of these; a model of the share of each
2 km square of England and Wales which is devoted to cereals.

The model reported in Table 3 is, in effect, a spatially explicit transfer function, allowing
us to predict the amount of land devoted to cereals in any location for which we have the

52 A normalized quadratic function was adopted as this has been widely applied in agricultural economics for
modelling joint (in input) multi-output production processes (Moore et al. 1994; Oude and Peerlings 1996;
Guyomard et al. 1996; Arnade and Kelch 2007).
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predictors shown (which, for the UK, are held for all areas of the country). The model also
allows us to isolate the contributions of a variety of ecosystem services to the production of
the good in question. This is shown by the estimated parameters corresponding to each of the
ecosystem services contributing to the decision to produce cereals. Furthermore we can use
these parameters to investigate the impacts of a change in any or all of these ecosystems ser-
vices and/or the other determinants. This change might be derived from some external model
forecasting future trends or from an explicit scenario analysis reflecting expert estimates
and/or policy aspirations.

We can illustrate the use of such models by varying just one of these ecosystem services;
the climate. We might obtain predictions of future climate from some existing model (e.g. the
IPCC model summarised in Pachauri and Reisinger 2007). However, for purely illustrative
purposes we can adopt a simple climate change scenario, holding constant all other land
use determinants (prices, policy, urbanization, other ecosystem services, etc.) and increasing
daily average temperature by 1◦C; an increase which is expected to occur in the UK by about
2030 (Murphy et al. 2009).53 This in turn alters the total number of degree days in the growing
season captured in our model. Applied across all of the major agricultural land uses embraced
in the model we find a highly heterogeneous pattern of response across different areas of
England and Wales. This is hardly surprising given that, despite the relatively modest size of
this area it embraces a great diversity of farming conditions and agricultural activities. The
resultant spatial pattern of changes in the production of cereals is illustrated in the left hand
panel of Fig. 3. This shows the area of cereals increasing in the northern parts of the country,
where the warmer temperature will be beneficial to yield, and decreasing in the south where
it is substituted for by other activities.

While climate change induced shifts in land use pattern are clearly important (informing
us about impacts upon food production, landscape changes and a host of related impacts),
from the perspective of economic analysis we need to monetise these changes. The right hand
panel of Fig. 3 takes into account all of the shifts in land use driven by this simple climate
change (i.e. including the substitution across all of the different agricultural activities) and
provides a simple market price assessment of the financial impact54 of this scenario.

The analyses of Fig. 3 are useful in that they demonstrate the principles of isolating the
contribution of a given ecosystem service (here climate) within the production of goods. They
also amply demonstrate the importance of incorporating spatial complexity within such anal-
yses; as can be seen the impacts of climate change vary substantially (and from negative to
positive) across England and Wales. However, this analysis does not go far enough in that
it needs to move from market price to assess its true social value as well as considering the
wider impacts induced by land use change. In order to illustrate this we present an analysis
of a part of the above area, focussing upon the country of Wales, and draw on the work of
Bateman et al. (2002a, 2003) and Bateman (2009b).

Figure 4 presents, in the left hand panel, the market price of Welsh agricultural output55

and, in the right hand panel, its economic value. Both have been estimated by transfer-
ring a spatially explicit model as discussed previously. Results from this exercise show the

53 The simple scenario used in the present paper is purely for illustrative purposes and we ignore issues such
as monthly variation in the rate of climate change, precipitation impacts and linked environmental changes
(e.g. in evapotranspiration rate, etc.). Other work by the authors relaxes these assumptions and addresses the
projections given in work undertaken by the UK Climate Projections project (Murphy et al. 2009).
54 This is here assessed using the commonly adopted measure of Farm Gross Margin (FGM) which is defined
as the difference between revenues from agricultural activities and associated variable costs (FBU 2009; Defra
2009). The present illustration uses FGM figures for 2004.
55 The figures actually present results for the dairy sector. Other sectors are presented in Bateman et al. (2003).
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Fig. 3 Change in cereals (left hand panel) and market price assessment (right hand panel) under a simple
climate change scenario

importance of spatial factors in determining values, with these being greatest in lowland
coastal and eastern areas and lowest along the mountain chain which runs from north to
south through central Wales. As can be seen, in this case, true values are below market prices
because the latter are inflated by a series of subsidies and market interventions. This illus-
trates an important point that while economic values are often above market prices (due to
the latter ignoring the elements of value that bypass the market), this relationship can be
reversed, most noticeably when (as here) governments intervene to distort markets and raise
the price of goods so as to increase their production.

While the valuation exercise illustrated in Fig. 4 is helpful, it is insufficient to guide land
use decision making, most noticeably because it ignores ‘opportunity costs’; the value which
could be generated by alternative use of this land. Within the predominantly rural area of
Wales one obvious alternative use is as multipurpose woodland. This would generate both
market priced outputs, such as timber, and a variety of non-market values, of which we will
just consider carbon storage and open-access recreation as illustrations.56

In assessing the quantitative change in provision which an alteration in land use from
agriculture to multi-purpose woodland would induce, we employ spatially explicit transfer-
able production functions similar to those discussed with respect to agriculture in our prior
cereals example. In the case of timber such value functions take into account a host of spa-
tially explicit data such as soil type, temperature, rainfall, topographic shelter, aspect, etc.

56 Conversion from agriculture to woodland increases carbon storage in living biomass and in virtually all
soils except peatlands where tree planting causes peats to dry out and emit carbon; similarly in the UK most
state forestry is open-access and hence has higher recreational value than enclosed farmland. Other social
benefits of afforestation not considered in this illustration include water quantity and quality regulation and
the provision of biodiversity habitat.
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Fig. 4 Agricultural production expressed via its market price (left hand panel) and economic value (right
hand panel), the latter adjusting for subsidies, market distortions, etc. Source Adapted from Bateman et al.
(2003)

all of which can be derived from existing, high resolution national coverage databases. This
allows us to estimate tree growth and timber production for different species and management
regimes under baseline or alternative scenarios. Net carbon storage can then be modelled with
respect to the growth of biomass, the storage or emission of carbon from different soils and
the emission of carbon from felling and products (see Bateman et al. 2003 for details).

In attempting to value items such as timber production and carbon storage (and indeed all
others being considered here) we now have to relax our focus upon a single period as it is
obvious that these processes can take many years to develop yielding a flow of benefits (and
costs) occurring at different points in time.57 Bringing together both the present and future
allows us to expand and complete the economic concept of value. Returning to the banking
analogy referred to early in this paper, the economic perspective argues that the value of
some stock of wealth should be measured by assessing the present day worth of all the future
flows of income which that wealth is expected to generate. Economic analysis achieves this
by the process of discounting; a procedure which reflects the general preference for benefits
which occur in the shorter rather than longer term. We consider the issue of discounting in
a little more detail subsequently but the important issue for the current illustration is that it
converts a series of future benefit flows into a single value measured in present day terms.

57 For detailed description of these analyses see Bateman et al. (2003). The timber valuation analysis takes
into account subsidies and other market distortions. Both this and the carbon valuation take into account
forecast changes in the real value of these goods (discussed in the sustainability section of this paper), while
the carbon analysis considers carbon storage in above ground, species-specific biomass and its post-felling
emission profile (adjusted for species and end-uses) as well as carbon flux within soils as a result of land use
change.
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Fig. 5 Shadow values for various land use benefits. Sources Adapted from Bateman et al. (2002b, 2003) and
Bateman (2009b). Values shown as annual equivalents, the discounted sum of which is the shadow value

This is known as the ‘shadow value’ of these income flows; a term which applies just as well
to the benefits arising from ecosystem services.58

So, if we were undertaking an economic analysis of the timber benefits of a woodland we
might assess its stock size in hectares and its flows of timber in cubic metres. However, to
assess its shadow value (in pounds) we consider the present value of those future flows of
timber. Of course we would typically want to consider all benefits, not just timber, and would
apply the shadow value approach to each of these benefits.59 Figure 5 attempts to illustrate
such an analysis through a series of maps, all but the last of which details the shadow value
of the various benefit streams which arise from the land use decision under consideration.60

The first map relates to current agricultural land use. The next three maps (given in grey-
scale to highlight their common origin) illustrate respectively the timber, carbon storage and
recreation values which would arise from changing land use into multipurpose woodland.61

The fifth map details the shadow value of the net benefits arising from subtracting the sum of
woodland values from the agriculture value. Here the green areas indicate locations where
woodland provides a higher shadow value than agriculture while yellow and red areas indicate
locations where agriculture provides the highest values. It is interesting to note that the areas
which generate the highest shadow values from conversion into woodland are in the north-
east and south-east, a result which reflects the high populations in these areas and consequent
elevated recreation values arising from afforestation. In contrast the most negative shadow
values from such conversion are shown by the red areas corresponding to upland peats where
afforestation causes major losses of soil carbon. The geographic distribution of net benefit

58 I am particularly indebted to Daan van Soest for comments regarding this issue.
59 Subsequently we discuss how values may change when stocks approach unsustainable levels. However,
even above those levels some individuals may have preferences and hence values regarding a few stocks such
as the existence values associated with populations of some species.
60 For ease of comparison each value has actually been calculated as an annual equivalent, the discounted
sum of which is the shadow value. Therefore the shadow agricultural values given as the first map in Fig. 5
are virtually identical to those shown in the right hand panel of Fig. 4. For details see Bateman et al. (2003).
61 Each of these maps shows the change in value which this benefit stream generates. For the timber and
recreation case this is a change from a zero prior value. However, for the carbon storage case this derives from
the difference in storage generated by woodland as opposed to agriculture. The recreation analysis shown
uses a transferable trip generation function to estimate the number of visits which would occur if a forest was
created in a given location and a separate meta-analysis to estimate per-visit values (with aggregate values
being given by multiplying per-visit values by the estimated number of visits). For a superior RUM approach
to travel cost analysis see Herriges et al. (2004), Egan and Herriges (2006) and Bateman et al. (2010c).
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shadow values is in sharp contrast with the actual distribution of forests as illustrated in the
final map. The latter is driven by market forces alone and hence ignores the carbon storage
and recreation values instead being driven solely by the market values of agriculture (the left
hand panel of Fig. 4) and forestry (the timber values alone). Here agriculture dominates all
lowland areas pushing forestry up the hill to low productivity areas where land prices are
lower.62 This results in a distribution of woodland which is in marked contrast to its true
shadow value; a finding which underlines the importance of using shadow values rather than
market prices to lead decision making.

7 Discounting

Towards the end of our illustrative land use study we relaxed our single period assumption
in favour of considering the value of ecosystem services across multiple periods through the
process of discounting. Here the shadow value of each good is assessed as the discounted
present value of the stream of net benefits which are expected to be received into the future.
For example, considering the shadow value of carbon storage we multiply the quantity of
storage delivered in each year from the present onwards (ideally we should not be limit-
ing appraisals by any arbitrary date) by an estimate of the social cost of carbon (see, for a
discussion, Tol 2005).63 These values are then discounted and summed back to the present
day. The reason why this does not generate an infinite sum is that the discounting process
progressively reduces the present day value of future costs and benefits with this reduction
increasing in intensity the further into the future we go.

The discounting procedure is based upon both theoretical and empirical arguments that
individuals have a preference for receiving benefits sooner rather than later. This means that
shadow values encapsulate within them conceptions of the impact of changes in the stock
of all assets (including natural assets) upon intergenerational wellbeing. However, both the
form and rate of the discounting procedure are the subject of intense controversy. This is
nowhere more evident than in the debate surrounding the recent Stern Review on the eco-
nomics of climate change (Stern 2007). Subsequent argument has focused on the evidence
that underpinned the central conclusion of the Review that the “the benefits of strong, early
action far outweigh the economic costs of not acting” (p. vx). In particular, the focus of much
of this discussion has been on the way in which this conclusion was driven by choices made
in setting the social discount rate64 including all of the fundamental reasons for discounting:
pure time preference, the utility value of future increments in consumption and the extent
to which it can be assumed that future consumption will be higher than consumption today
(see, for example, Nordhaus 2007; Weitzman 2007; Dasgupta 2007).

A critical element of this debate centred on whether, in selecting the social discount rate, a
descriptive approach or a prescriptive approach should be used (Dietz et al. 2007), a distinc-
tion which also can be found in IPCC (1996). Put another way, should investments in natural
assets be appraised respectively in the light of information about preferences for the future
as revealed in actual economic decisions or is there room for the practitioner to make explicit

62 This includes pushing forestry onto peatlands resulting in some woodlands which are net contributors to
global warming (Adger et al. 1992).
63 Note that it is perfectly feasible that the ‘real’ value of a tonne of stored carbon need not be constant in all
years. If the level of atmospheric CO2 rises over time so the marginal damage of an additional unit of emissions
is likely to rise and with it the value of avoiding that emission. ‘Real’ vales adjust for any intervening inflation.
All cost-benefit analyses should be conducted using such real values.
64 This is the rate relevant for decisions made on behalf of and reflecting the wishes of society. It differs and
is typically markedly lower than the market discount rate which reflects private investment decisions.
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moral judgments about intergenerational equity. Stern (2007) opts for the latter approach
and, as a result, adopts a very low discount rate giving a relatively high weight to future
costs and benefits. The substance of Nordhaus (2007) and Weitzman (2007) is that there is,
on the face of it, very little evidence that this moral reasoning is reflected in people’s actual
behaviour and choices and, thus, the empirical evidence suggests that the pure rate of time
preference should take a higher value. Resolving such debates is far from straightforward,
however, and faces profound questions on which, to quote Beckerman and Hepburn (2007)
“… reasonable minds may differ” (p. 198).

Interestingly, recent discussions surrounding discounting have also broken new ground
with the growing recognition that some environmental problems such as climate change are
truly ‘non-marginal’ in the sense that this problem could end up shifting the global develop-
ment path, say with ‘business as usual’ emissions of greenhouse gases possibly leading to
considerably lower future consumption levels than now (Weitzman 2007; Hoel and Sterner
2007). Indeed the corresponding notion that the socially appropriate discount rate for short
term effects might differ from that relevant to long term impacts (such as climate change)
has caught hold in practical guidance (see Treasury 2003 for example and for review, sup-
port and critique see Groom et al. (2005), Dietz and Hepburn (2010) and Dasgupta (2001)
respectively).

8 Sustainability

Following our shift of focus from single to multi-period assessment, we can now relax our
final assumption that underlying stocks of ecological assets are held at sustainable levels65

(or equivalently that the rate of extraction or ‘harvesting’ of ecosystem service flows is sus-
tainable).66 This move from a sole focus on flows to also considering stock is analogous to
moving from only thinking about expenditure to also considering the wealth which supports
it. Accordingly the economic literature surrounding this issue develops the notion of “Com-
prehensive Wealth” which considers the ecological stocks from which all ecosystem service
flows are generated (Dasgupta and Mäler 2000; Arrow et al. 2007; Mäler et al. 2008; Dasgupta
2009). Clearly any economic analysis of ecosystem services has to appraise the impact of
potential stock depletions in order to assess the sustainability of given states. Most of the
literature has focussed upon assessing historic development paths through adjustments of
national income accounts (Bartelmus 2001, 2008; United Nations 2003; Hamilton and Ruta
2009), however, given the future orientated emphasis of the present paper we focus upon
approaches appropriate for project appraisals of alternative options. Specifically we consider
three potential strategies for incorporating sustainability concerns into such appraisals: (i)
assessment of how future depletion of ecosystem stocks might increase the marginal shadow
value of corresponding services; (ii) incorporation of the insurance value of maintaining

65 It is important to remember throughout the following discussion that the economic notion of sustainability
is rooted in values rather than simply physical stocks. This means that judgements regarding intergenera-
tional wellbeing (including those reflected within the discounting process) are relevant here (see, for example,
Hamilton and Clemens 1999; Dasgupta and Mäler 2000; Hamilton and Withagen 2007; Mäler et al. 2009).
66 Recall our earlier note that it is not the physical constitution of these assets (e.g. coal stocks) which is
the issue but rather the sustainability of the services they provide (e.g. energy). Some resources are inher-
ently non-renewable and therefore all usage is depletive in nature. However, the proceeds of such use can be
invested so as to maintain service levels (e.g. using oil-fuelled economic growth to develop renewable energy
alternatives). A significant issue is that the costs associated with using different forms of service may differ
substantially. For example extraction costs for crude oil are far lower than those from oil shale (Strahan 2009).
This may in turn have implications for intergenerational wellbeing.

123



I. J. Bateman et al.

ecosystem resilience and; (iii) the use of safe minimum standards as a means of preserving
stocks of ecosystem assets.

8.1 Increasing Future Marginal Shadow Values

Discounting is the process of converting benefits and costs occurring at some future date
into their present day value. We remove the impact of inflation from this procedure and deal
with the real (inflation adjusted) values arising at different points in time. However, from
the seminal work of Krutilla and Fisher (1974) we know that there is no reason to suppose
that these real values will stay the same throughout time. One factor which might affect the
future marginal shadow value of ecosystem service flows is a change in the ecosystem asset
stock from which that flow derives. Even then such stock reductions will only affect future
values if the asset is reduced below some critical threshold which affects the sustainability of
those flows. So, for example, consider the case of quartz, which is one of the most abundant
minerals on earth. It is a major source of silicon which in turn is a vital input to numerous
goods ranging from glass to food additives through to optical fibres and nanotechnology
devices. However, due to the abundance of its stocks, any feasible pattern of depletion will
not change the future value of silicon. But this is not the case for the ultra-pure mineral quartz
used for computer processor manufacture for which stocks are only found in a very few loca-
tions (such as the famous mines at Spruce Pine, North Carolina). Here stocks are finite and
continued exploitation could feasibly deplete these to a ‘threshold’ level below which the
flow of such ecosystem services becomes reduced. One would expect that this would begin
to increase the marginal value of those flows. While this example concerns goods which
are traded in markets, the same principles should apply to non-market environmental goods
except that now these effects will not be reflected in market prices but should be incorporated
within the marginal shadow values used for economic analyses of ecosystem services.

The particular path that future marginal shadow values might follow depends on a num-
ber of factors and there are complicated issues to resolve about the empirical relationship
between asset stocks, the flow of services and the way in which these services are valued
at different stock levels (Pascal et al. 2009). However, a general point worth making is that
if it is difficult to replace these services (i.e. the natural asset is characterised by limited
substitution possibilities), then the marginal shadow value of the service is likely to rise all
the more rapidly as the asset is increasingly degraded or converted (see, for example, Gerlagh
and van der Zwaan 2002).67 Hoel and Sterner (2007) and Sterner and Persson (2008) show
how the marginal shadow value of a scarce environmental service might increase over time.68

67 Gerlagh and van der Zwaan (2002) look at the case where individuals have a very strong preference for
natural assets rather than non-substitutability per se (i.e. quasi-lexicographic preferences; see Rosenberger
et al. 2003). The implications of this assumption, however, are that liquidating a natural asset beyond some
threshold plausibly lowers the maximum level that future wellbeing can take.
68 Hoel and Sterner (2007) use a constant elasticity of substitution (CES) system to describe how wellbeing
derived from both ‘environmental quality’ and ‘all other consumption goods’ are substitutable for one another.
As they show, this has implications for the way in which changes in the marginal shadow value of an ecosystem
service are calculated. This change depends on the interaction of three elements. First, faster growth in other
consumption will increase marginal shadow values (because people are generally wealthier and so will be
willing to pay more for environmental quality). Secondly, if environmental quality is decreasing then this the
increase in shadow values will be greater (reflecting the fact that this good is becoming scarcer). Lastly, a low
elasticity of substitution implies a larger increase in the relative price of environmental quality because the
wellbeing provided is not easily compensated for by increases in consumption of other goods. Sterner and
Persson (2008) use this framework to show how estimates of future climate change damages are sensitive to
changes in assumptions about substitutability.
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Fig. 6 Trade-off relationships between ecosystem stocks and depletion drivers with corresponding marginal
resilience weighted shadow values (MRSV). (For simplicity we assume that these stocks are not substitutes
for each other and stock level in all other respects these stocks are identical, yielding equal utility and shadow
value where they are not depleted)

To calculate this, a number of assumptions must be made. Most notably, a judgement needs to
be arrived at about the ease (or difficulty) with which particular natural assets can be replaced
(the ‘elasticity of substitution’ between this and other assets). The less the potential for such
replacement (i.e. lower elasticity of substitution), then the faster the increase in the marginal
shadow value of a service as the underlying natural asset becomes scarcer. At the extreme
certain natural assets may be ‘critical’ (Turner and Pearce 1993; Turner et al. 1994; Ekins et
al. 2003) in that there are no substitution possibilities available. Such ‘critical natural capital’
requires particular care as discussed subsequently with respect to safe minimum standards.

8.2 Resilience Value

An innovative approach to the problem of assessing sustainability is proposed by Mäler et
al. (2009) and Mäler (2008) who considers the ability of an ecosystem to withstand stresses
and shocks and so continue to provide services. Mäler et al. propose treating this ecological
‘resilience’ as a stock with a distinct asset value which can be degraded or enhanced over
time.

Walker et al. (2010) provides an empirical application of Mäler’s resilience approach
examining the value to agriculture in South-East Australia of maintaining a saline free water
table (mainly through farmers cutting down trees to expand agriculture). Here agricultural
expansion represents a driver depleting the stock of non-salinated soils (measured as the depth
of soils for which saline intrusion is not a problem). As this depletion driver is increased so
the stock of ecological resilience falls. As the depleting process itself may generate benefits
(here agricultural produce) there is a trade-off to be assessed between the benefits of deple-
tion and the fact that losses of resilience may need to be reversed if stocks fall below some
threshold level.

The relationship between resilience stocks and depletion drivers can take many forms,
the most simple of which is illustrated by function K0 in Fig. 6. Here the trade off between
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resilience stock and depletion driver is linear and perfectly reversible (i.e. there is no thresh-
old). This implies that a given unit change in the depletion drive (either increase or decrease)
results in a constant response (negative or positive) in resilience stocks. The stock of resil-
ience available at any given time will generate a marginal shadow value. We can weight this
value by the difficulty of reversing the level of prior depletion and can refer to this as the
marginal resilience weighted shadow value (MRSV).69 In the case illustrated by function
K0, as the relationship between depletion and stocks is perfectly reversible so the MRSV is
a constant irrespective of the level of depletion (shown as MRSV0).

While function K0 exhibits a constant trade off between depletion drivers and resilience
stocks irrespective of the level of the latter, this need not be the case. Other resources may
exhibit threshold effects in that once stocks are depleted to some ecologically relevant level
then further increases in the depletion driver result in an accelerating rate of stock reductions.
This is reflected in the concavity of the stock depletion curve for resource K1. This elevation
in the rate of depletion once the threshold is breeched is reflected in the resilience weighted
shadow value of K1 shown by line MRSV1 which is common with MRSV0 when stocks are
above the threshold but then rises above the latter reflecting the elevated rate of depletion.

Despite its threshold effect, stock K1 still exhibits reversibility along the depletion path.
However, this need not be the case. Stock K2 also exhibits a threshold effect with depletion
path Kd

2. However, once complete depletion is arrived at, the reversibility path (Kr
2) departs

from the depletion path. Specifically, the level of the depletion driver has to be significantly
reduced before the stock of resilience can begin to recover;70 a phenomena known as hystere-
sis. Such a case is discussed by Walker et al. (2010) who notes that as agriculture in south-east
Australia expands it cuts down trees which, due to the hydrological condition of the area,
results in an increasing level of ground water salinisation. However, in order to reverse this
situation farmers actually need to plant more trees than they originally felled because the
elevated salinisation stunts the growth of newly planted trees. The additional costs implicit in
having to further reduce depletion drivers (such as agriculture) in order to replenish ecologi-
cal stocks (here the levels of non-salinised water) implies an elevated post-threshold shadow
value of resilience, as illustrated in MRSV2.

Both the imperfect and hysteretic reversibility cases imply that depletion of resources
which have ecological thresholds imposes additional welfare losses above those associated
with the perfect reversibility case. These elevated shadow values reach a maximum when we
consider cases such as resource K3. This follows depletion path Kd

3 but once severe deple-
tion is arrived at, reductions in the depletion driver fail to induce recovery in the stock (e.g.
extending the Walker et al. case, imagine a situation where induced salinisation meant that
all newly planted trees died and restoration was effectively impossible). This results in the
extreme shadow value function MRSV3. Note that this and all of the shadow value curves
will become even steeper with increasing levels of risk aversion.

The resilience approach to sustainability provides a useful tool for economic analysis of
ecosystem assessments. However, as Walker et al., acknowledge, it requires high degrees of
knowledge and data availability, particularly when stocks with thresholds are influenced by
multiple interacting variables. Therefore, we conclude our review of approaches to sustain-
ability by considering a cruder but simpler method; safe minimum standards.

69 Walker et al. 2010 define the MRSV as the probability of a change into an imperfectly reversible state (i.e.
the chance of breeching a threshold) multiplied by the damage that such a change will cause.
70 Such resource extraction effects are mirrored by the phenomena of pollution discharges which exceed the
ambient environment’s capacity to safely assimilate such emissions leading to a long run reduction in that
capacity (Pearce 1976; Turner et al. 1994).
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8.3 Safe Minimum Standards

A safe minimum standard (SMS) can be thought of as a precautionary approach to the
management of a natural asset (Ciriacy-Wantrup 1952; Bishop 1978).71 Here conventional
economic decision making prevails unless a threshold threat is identified at which point the
onus of proof shifts away from assuming that development is justified unless the costs to
the environment do not justify proceeding, to a presumption that conservation is the right
option unless the sacrifice (i.e. the opportunity costs) that it entails is intolerably high. Farmer
and Randall (1998) and Randall (2007) argue that the appeal of the SMS lies in it being an
approach that may well command broad moral consensus for making decisions. Allied to
this is the argument that, in a situation of considerable uncertainty regarding underlying eco-
logical processes, thresholds and economic values (to which we return subsequently), the
SMS approach provides a safety-first approach to ensuring the future sustainability of human
society through maintenance of the ecosystem stocks and services upon which it is reliant.

This thinking about SMS appears to have influenced conservation policy internationally
(Berrens 2001; Pearce 2004), including in the US (e.g. the Endangered Species Act, ESA),
Europe (e.g. the EU Birds and Habitats Directives, the Marine Strategy Directive, the Water
Framework Directive, the European Landscape Convention, etc.) and the UK (e.g. Public
Service Agreement 28, the Environmental Protection Act, Integrated Pollution Prevention
and Control, Water Resources and Water Acts, Natural Environment and Rural Communities
Act, Wildlife and Countryside Act, Forestry Act and others). Taking a US example, Berrens
et al. (1998) investigate the implications of adopting these standards in case studies of two
river systems. Common to both cases was the designation of areas of critical habitat for fish
species identified as being endangered under the ESA. The sacrifice that this entailed involved
restricting human uses of the rivers (by agricultural, industrial and household sectors). One
question is where exactly to draw the line as regards when such sacrifice entailed by defending
the SMS is too high. This level of ‘tolerance’ might be determined by the political process,
by reference to some notional benchmark (such as an income loss indicators; see Berrens
et al. 1998) or if the forgone development causes severe hardship or poverty (Pearce et al.
2006; Randall 2007). However, such considerations need to be balanced against the long-
term consequences of ignoring threshold effects. Rockström et al. (2009) discuss numerous
assets which exhibit threshold effects72 and consider the potential for multiple global triggers
of threshold effects, or ‘tipping points’ (Rockström et al. 2009). They argue that piecemeal
abatement strategies are unlikely to be sufficiently effective in the face of such stressors and
propose the adoption of a precautionary SMS to maintain the planet within a “safe operating
space”. For example, in the case of biodiversity loss they advocate a boundary of ten times
the background rates of extinction. Because of the many gaps in our knowledge this bound-
ary should be considered as preliminary, but they suggest that the current rate of species
loss (100–1,000 times more than what could be considered natural) will lead to significant
reductions in ecosystem resilience.73

71 See also Gren et al. (1994) and Turner et al. (2003) who also argue for a pre-existing ‘primary’, ‘glue’ or
‘infrastructure’ value arising from an intact state for nature.
72 Rockström et al. (2009) identify nine threshold effects: climate change; rate of biodiversity loss; inter-
ference with the nitrogen and phosphorus cycles; stratospheric ozone depletion; ocean acidification; global
freshwater use; change in land use; chemical pollution and atmospheric aerosol loading. They argue that the
first three of these have already reached the threshold zone.
73 In practice the relationship between biodiversity and ecosystem services is complicated and it is not clear
that a single threshold has meaning nor that it is best measured in terms of species loss (Díaz et al. 2007).
Certain ecosystem services, for example erosion control or carbon sequestration, may be relatively insensitive
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The implementation of any global safe minimum standards strategy will be controversial
and will require concerted and targeted natural and social science research efforts to underpin
it. Globalisation has resulted in a rate and extent of economic activity sufficient to pressurise
a range of earth processes simultaneously. Addressing this is likely to require a radical over-
haul of the governance processes controlling international trade and finance and resource
exploitation etc. (Norgaard 2009). In the interim, recent work by Lenton et al. (2008) has
proposed the use of early warning systems using trend analysis and predictive modelling to
identify systems that are likely to cross such tipping points.

9 Concluding Comments

There is an expanding literature and interest in the concept of ecosystem services as an under-
pinning guide for decision making. The paper has attempted to contribute to this literature
by provide an overview of issues arising from the economic analysis of such ecosystem ser-
vice assessments. The paper opens by considering a single assessment period during which
ecosystem assets are used in a sustainable manner. With these assumptions in place we begin
our discussions by developing a terminology for future applications and employ this to focus
upon the flow of ecosystems services and their role in generating welfare bearing goods
and resultant benefits. We consider the distinction between sustainability analyses of historic
trends and assessments of alternative policy options through scenario analyses. Economic
analysis of the role and value of ecosystem services begins through isolating their contribution
to welfare bearing goods. This contribution is then valued through the application of a range
of methods and techniques ranging from adjustments of market prices to the measurement
and valuation of preferences for non-market goods.

We illustrate the preceding principles though a case study focusing upon the economic
value of the ecosystem services and associated goods arising from land use change. As part
of this illustration we consider the central concepts of marginal analysis and substitution
effects within economic assessments and relax our single period assumption to discuss the
incorporation of multiple period costs and benefits within the assessment of shadow values;
a process which introduces the concept of discounting. Finally we relax our assumption that
assets are necessarily being managed in a sustainable manner. We consider approaches to
incorporating such problems within economic analysis focussing upon the increase in real
shadow values which this may induce, the explicit incorporation of resilience values within
such analyses and the potential for adopting safe minimum standards as a solution to the
depletion of ecosystem assets and the avoidance of stock threshold and tipping point effects.

Footnote 73 continued
to biodiversity and rely more strongly on the extent of structural biomass. On the other hand, ecosystem
processes such as productivity and decomposition rates always show a positive relationship with biodiversity
measured as functional trait diversity, although the relationship generally saturates at some point. However,
empirical and theoretical studies indicate that in the case of long term environmental change or a constantly
fluctuating environment, and to realise the full insurance value of biodiversity, much less loss of biodiversity
can be tolerated (Yachi and Loreau 1999; Loreau et al. 2001). Finally, in the case of ecosystem service such
as the non-use values held for wild species diversity and for potential benefits from bio-prospecting, any loss
of diversity in species or genetic terms represents a significant loss and most commentators would not regard
rates of loss comparable to those currently witnessed as acceptable. Therefore the role of biodiversity, while
needing to be better understood, is probably best evaluated in context as was done for a recent European
assessment (EASAC 2009) and as is planned for the UK NEA.
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Given the wealth of issues which have to be embraced within an economic analysis of eco-
system services, our discussion so far has been deliberately uncritical in the main. However,
we conclude by briefly touching upon some of the major problems facing such undertakings.

A major issue concerns the substantial gaps in natural science knowledge regarding the
processes and interactions through which ecosystem services and provided and maintained.
As Farley (2008) notes, the most serious problem facing ecosystem service assessments “is
the ignorance and uncertainty concerning ecosystem function” (p1). The past century of nat-
ural science research has seen the development of a disciplinary expertise which, although
vital in facilitating a deep understanding of individual systems, has inadvertently discour-
aged the cross-disciplinary cooperation and holism necessary to comprehend the interplay
of ecological systems. While recent years have witnessed a marked reversal of this trend
with interdisciplinary research being brought to the fore, it is still the case that interactions
between systems are relatively poorly understood (Klein 1990, 2004; Lattuca 2001; Rhoten
2004). Furthermore, even this knowledge is stretched to its limits when we consider system
interactions within the context of a general and unprecedented stressor such as global climate
change. Natural science is being asked to predict into areas beyond the range of prior data
and not surprisingly this raises new uncertainties, yet such problems have to be tackled if we
are to employ the ecosystem service approach as a useful aid to practical policy and decision
making.

Similar concerns and gaps exist within the economic literature. Interdisciplinary research,
combining economics and other social sciences with the natural sciences, has advanced sig-
nificantly over recent decades yet remains a relatively immature area of study conducted by
small groups. Not surprisingly then, most natural scientists have little or no experience of
the informational requirements for economic analysis (e.g. provision change assessments for
economic valuation purposes; damage and threshold analyses for resilience measures, etc.).
Furthermore, even within the economics camp, the continuing emphasis upon conventional
economic research conducted as a single discipline means that the efforts of environmental
and resource economists remain a minority branch of research. For example, even after four
decades of research into the valuation of non-market goods such as those provided by the
natural environment, the available stock of knowledge remains inadequate given the com-
plexity of the demands upon it. The development of value transfer methods enhances the
usefulness of the available literature but cannot make up for an absence of high quality val-
uation studies regarding key questions such as the impact upon marginal shadow values of
depleting ecological stocks and accompanying threshold effects. In the main this situation
reflects the very small base from which such research started and its initially slow growth.
However, it also indicates an inherent aversion to strategic investment in wider ecosystem
service valuation with the focus instead being dictated by short term investment and policy
priorities concentrating upon single resources. This results in a degree of uncertainty regard-
ing the value of different provision options which is far from satisfactory and has led some
to call for decisions to be made without resort to valuation (e.g. Vatn and Bromley 1994).
However, an alternative strategy would be to infer value relationships based upon economic
theory and related intuition. For example, while we may have sparse data on the value of a
given good, we can nonetheless draw upon theory to infer likely shapes for marginal benefits
curves, incorporating diminishing or increasing marginal values as provision levels rise or
fall. Furthermore, this issue is overtly acknowledged within the remit of the UK NEA and
indeed one of its aims is to identify knowledge gaps for the purposes of directing future
research.

Other concerns are well documented yet equally important. An obvious issue is the topic
of discounting. Within the conventional paradigm it is still true that, if the bulk of society is as
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some would argue, self obsessed and relatively uninterested in others, including future gen-
erations, then a discounting regime which reflects that will lead to economic analyses which
maximise present generation benefits even if outcomes are ecologically unsustainable. We
have reviewed potential solutions such as precautionary safe minimum standards or ethics
based discounting, yet to date these are not the generally accepted norm.

A further well established concern is that economic valuations generally reflect the current
distribution of income with those with higher ability to pay being better able to reflect their
preferences through higher willingness to pay. Arguably this is not a concern given that most
decisions are predicated on existing income distributions and consequent demand. However,
from an economic welfare perspective such situations may very well not optimise social
wellbeing. In a manner similar to the discounting issue, solutions are available. For exam-
ple, within the Treasury (2003) official UK decision making guidelines higher weighting is
accorded to lower income groups because of the greater value of income gains to the latter.74

It should be noted however that, despite the official acceptability of such approaches, they are
rarely implemented within economic analyses of ecosystem services. The UK NEA seeks to
remedy this situation by undertaking such adjustments where data permits.

In conclusion then, we have attempted throughout the main body of this paper to provide
an overview of the variety of issues raised by the application of economic analysis techniques
to ecosystem service assessments. As noted, these are complex analyses and as we acknowl-
edge above, the issues raised are not settled and the available literature less than complete.
Nevertheless the importance of incorporating ecosystems services within policy appraisal
and decision making techniques cannot be understated; it is literally a life and death issue for
the future of human society and the difficulties raised cannot be shirked or the task ignored.
Many would argue that there is no more important issue facing the natural and social sciences
today.
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ATTRIBUTES OF FARMED SALMON AMONGST SOUTHERN
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Newfoundland and Labrador, Canada
2School for Resource and Environmental Studies, Dalhousie University, Halifax,
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& The goal of this research was to shed light on the trade-offs that salmon consumers make between
five types of production and health attributes of farmed salmon. In Canada, the major southern
Ontario market cleaved into five distinct consumer segments that varied according to age and income,
‘tastes’, and threat perceptions. There was strong consumer aversion to increased levels of PCBs, even
when increased contamination levels were well within Health Canada guidelines. Both contaminant
avoidance and polyunsaturated fatty acid health benefits were generally more important to consumers
than improved environmental performance in salmon farming production practices. The strong
consumer preferences for reduced levels of PCBs in salmon flesh suggest that there could be a substantial
market premium for farmed salmon produced using reduced levels of fish meal and fish oils in salmon
feed. This could, by association, increase the environmental sustainability of salmon farming.

Keywords attitudes, choice experiment, human health, omega-3 fatty acids, persistent
organic pollutants, salmon farming, sustainability

INTRODUCTION

Salmon aquaculture has evolved from a minor industry, pioneered in
Norway during the early 1970s, into an economically significant component
of global aquaculture production, with major production centers in north-
ern Europe, Canada, and Chile (Tacon, 2005; Knapp et al., 2007). Average
annual industry growth rate was 42% from 1984–2004 (Food and Agricul-
ture Organization, 2006) and farmed salmon has become the most widely
consumed seafood product in the industrialized world, competing in price
with chicken, pork and beef (Asche et al., 2008).
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One advantage of farmed salmon relative to competitive protein
sources relates to its potential health benefits for consumers. It can be a sig-
nificant source of n-3 (omega-3) poly-unsaturated fatty acids (n-3 PUFAs).
The implied benefits of increased levels of n-3 PUFAs in human diets are
broad (Mozaffarian & Rimm, 2006), including prevention of coronary
heart disease (Kris-Etherton et al., 2003), improved neurological develop-
ment in infants (Cohen et al., 2005b), and improved cognitive function
(Connor & Connor, 2007). Farmed salmon do not, themselves, produce
n-3 PUFAs; rather they are present in the fish oils included in the diet
on which farmed salmon are raised. In general, higher levels of fish oil
in farmed salmon diets produces higher concentrations of n-3 PUFA in
farmed salmon products (Sargent et al., 2002).

Salmon farming is not, however, without controversy. The rapid growth
of industrial-scale salmon farming has caused or been implicated in numer-
ous environmental problems, including deterioration of the benthos
(Holmer & Kristensen, 1992; Tett, 2008), eutrophication of local water
bodies (Folke et al., 1994), the release of antibiotics and other chemicals
into the marine environment (Haya et al., 2001), the amplification and
retransmission of diseases and parasites to the wild (Krko�ssek et al., 2007),
adverse genetic and=or behavioural interactions between wild and escaped
farmed salmon (Cook et al., 2008; Ford & Myers, 2008), and increased mor-
talities of seabirds and marine mammals by entanglement or predator con-
trol measures (Jamieson & Olesiuk, 2001). Salmon farming is also relatively
energy intensive, with the majority of industrial energy inputs in traditional,
open water net-cage production associated with feed provision (Pelletier &
Tyedmers, 2007; Ayer & Tyedmers, 2009; Pelletier et al., 2010).

From a human health perspective, concerns regarding relatively high
levels of persistent organic pollutants (POPs) in farmed salmon have raised
questions regarding the relative health risks and benefits of farmed salmon
consumption. Numerous studies have demonstrated that farmed salmon
flesh have relatively high levels of POPs such as polychlorinated biphenyls
(PCBs) and flame retardant, polybrominated diphenyl ether (Hites et al.,
2004; Rawn et al., 2006; Shaw et al., 2006, 2008). PCBs, the most widely
recognized contaminant of this type, are chemicals that accumulate in ani-
mal tissues and hence are concentrated as they move through food chains.
Production of PCBs was banned in Western countries the 1970s, but their
persistence in food chains – particularly animal products – is of continuing
concern. Like n-3 PUFA, the concentrations of PCBs found in farmed sal-
mon are largely dependent on the amount and type of fish oils used in
farmed salmon diets (Carlson & Hites, 2005), reflecting the amount of
PCBs still present in the marine environment. Controversy exists over
whether the levels of contaminants typically found in farmed salmon con-
stitute a danger to human health and whether the benefits of increased
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n-3 PUFA intake outweigh the risks of increased POP intake (Cohen et al.,
2005a; Foran et al., 2005, 2006; Willett, 2005; Leiss & Nicol, 2006).

Technological advance might help resolve some of the current tensions
between health and environmental risks and benefits. Substitution of veg-
etable oils, which have relatively low levels of POP contamination and n-3
PUFAs, for fish oils in farmed salmon feed has been shown to be technically
feasible (Drakeford & Pascoe, 2008) and to significantly reduce the level of
PCBs and other POPs in the flesh of farmed fish (Bell & Waagbø, 2008).
High levels of n-3 PUFAs can be restored using finishing diets high in fish
meal and oil without simultaneously elevating contaminant levels to where
they would have been using a traditional feed formulation and feed strate-
gies (Bell et al., 2003; Bell & Waagbø, 2008).

There are also potential advances in farming technology that could
help reduce local environmental impacts of conventional net-cage salmon
farming, where ocean currents provide a steady supply of clean, oxygenated
water and also serve to disperse a share of the wastes produced by the fish.
In newer semi-closed salmon production systems, salmon are grown in
large impermeable bags or solid-shell tanks suspended in the ocean. Pumps
are used to maintain a continuous flow of fresh seawater, and oxygenators
may be used as well. This semi-closed system allows for the collection of fish
feces, although the dissolved nutrients will be released into the surround-
ing environment. Since water can be drawn from depth, this system may
reduce the potential for farmed fish to be infected by diseases or parasites
and subsequently release amplified disease or parasite loads into the wild. It
also reduces the chance of fish escaping from farm net-cages and minimizes
potential interactions with predators (meaning fewer seals, sea lions, and
sea birds are killed by farmers).

Because more on-farm energy inputs are required to pump seawater,
global environmental impacts such as greenhouse gas emissions are likely
to increase but local environmental impacts are lower than for conven-
tional sea-cage farming (Ayer & Tyedmers, 2009). Going one step further,
land-based production systems produce salmon in tanks through which
water is continuously re-circulated. Water quality is maintained using
pumps, oxygenators, waste-removal and treatment technologies, and hea-
ters or chillers to achieve a consistent temperature. Since the salmon are
effectively isolated from the local environment, local environmental
impacts are negligible. However, the considerable energy inputs required
to maintain water quality means that global environmental impacts such
as greenhouse gas emissions are higher still (Ayer & Tyedmers, 2009).

Implementing new farming technologies and=or production strategies
have important economic implications for producers. Liu and Sumaila
(2007) estimated that semi-closed systems increased farm production costs
in British Columbia from about $4.00 (using traditional net-cages) to

20 M. A. Rudd et al.

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
U
n
i
v
e
r
s
i
t
y
 
o
f
 
Y
o
r
k
]
 
A
t
:
 
1
3
:
1
0
 
1
 
M
a
r
c
h
 
2
0
1
1



$4.80 kg�1 (at the time of our research, the U.S. and Canadian dollars
were at par). Average ex-farm sales prices were $4.47 kg�1 between 1997
and 2004. As a consequence, a market premium would be required for
‘eco-salmon’ to make semi-closed systems financially viable. Production costs
for land-based culture systems are substantially higher still (Liu & Sumaila,
2007).

Because both human health and the environment have important
public good characteristics, providing society with broad benefits and
spin-offs, governments also face important decisions regarding public sup-
port for aquaculture industry development and in balancing private sector
benefits with potential impairments in the delivery of ecosystem service
and their impacts on human health. In Canada, the regulatory environ-
ment is complex (McDaniels et al., 2006a) and there is substantial disagree-
ment, even amongst academic and government experts, on the
environmental and social impacts of salmon aquaculture (McDaniels
et al., 2006b). Proper valuation of the full spectrum of economic, environ-
mental, and health impacts of aquaculture production systems is conse-
quently essential for informed public debate and developing sound
public policy (Costa-Pierce, 2008).

The characteristics of farming production technology that impact the
environment and the levels of n-3 PUFAs and POPs in salmon flesh are cre-
dence attributes of salmon (Caswell & Mojduszka, 1996). That is, they are
not directly observable by consumers before or after consumption. There
is abundant evidence that consumers are willing to pay higher market
prices for foods that are produced using environmentally superior pro-
duction technologies (Whitmarsh & Wattage, 2006; Lusk et al., 2007), have
higher nutritional and health benefits (Hu et al., 2004), have lower levels of
contaminants (Loureiro and Umberger, 2007; Lusk et al., 2007) or geneti-
cally modified ingredients (Lusk et al., 2003; Carlsson et al., 2007), are pro-
duced in ways beneficial for animal welfare (Howard and Allen, 2006; Lusk
et al., 2007), that provide economic benefits to local and regional econom-
ies (Darby et al., 2008), and=or provide higher returns for farm producers
(Loureiro & Lotade, 2005). Seafood labelling systems that provide infor-
mation about credence attributes could help consumers’ exhibit their
environmental- and health-related preferences and provide incentives for
producers adopting sustainable management practices and producing
healthy food (Jaffry et al., 2004).

Farmed salmon poses a particular valuation challenge. As high-quality
fish meal and oil content in salmon feed increases, thus providing
improved health benefits from n-3 PUFAs, contaminant levels also tend
to rise, leading to higher health risks from higher levels of PCBs and other
potentially carcinogenic POPs. As farmed salmon producers move to
reduce adverse local environmental impacts through more contained
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farming systems, energy use and contributions to adverse global impacts
rise. Complicating matters further, individuals can have distinct taste pre-
ferences. Johnston and Roheim (2006) found that the presence of seafood
eco-labels on less preferred species were not enough to induce consumers
to change their consumption of preferred species or, as they framed it,
‘taste’ trumped ‘environmental conviction’. Although farmed and wild sal-
mon may, in some ways, appear to be perfect substitutes, it may well be that
at least some consumers view them as very distinct products.

The goal of this research, then, was to shed light on the trade-offs that
salmon consumers make between credence attributes of farmed salmon.
That is, how do changes in health risk or benefit, the environmental
impacts of farming, and the region of origin of farmed salmon influence
the probability that particular consumers will purchase farmed salmon?
Our focus was on existing salmon consumers in southern Ontario, the lar-
gest market for seafood in Canada, where we conducted an Internet-based
choice experiment survey. Specifically, our research objectives were to (1)
identify distinct clusters of respondents that varied in their perceptions
regarding farmed and wild salmon and the risks that salmon farming poses
to the environment, coastal communities, and human health; (2) assess the
trade-offs that consumers were willing to make between various farmed sal-
mon credence attributes and their implicit prices; and (3) identify statisti-
cally distinct market segments of salmon consumers who varied in their
preferences.

METHODS

To generate the data required to answer our core questions regarding
consumers’ willingness to engage in trade-offs between farmed salmon
attributes, we use a choice experiment (CE). In a CE, survey respondents
are asked to make discrete choices about their preferred product choices
that vary according to attributes and the levels that those attributes take
on (see Hanley et al., 1998, for a general review). The CE analysis uses ran-
dom utility theory to quantify the marginal rates of substitution between
attributes. When cost is included as an experimental attribute, theoretically
correct measures of willingness to pay (i.e., implicit price – the marginal
trade-off that people are willing to make for marginal improvements in pro-
duct attributes) can be derived from discrete choice data.

In this study, an Internet-based survey was developed for data collection
and consisted of four sections: (1) an introduction, including information
about the purpose, voluntary nature, and confidentiality of the survey; (2)
questions about risk perceptions (general risks to the aquatic environment
and specific risks arising from salmon farming); (3) questions regarding
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respondent familiarity with (a) food and salmon products in general and
(b) perceptions of farmed versus wild salmon quality; (4) choice experi-
ment tasks; and (5) respondent demographics (age, gender, marital status,
number of children, education, income level). Extensive hyperlinks (prim-
arily to government documents and summaries of academic articles) were
provided so respondents could delve into particular issues as needed.

Choice Experiment Attributes

Six choice attributes for this survey were finalized after extensive expert
review and testing of multiple versions of pilot surveys. Potential local
environmental impacts of the salmon farming production technologies
included: degradation of the sea floor due to the accumulation of fish feces
beneath salmon farms; the organic enrichment of local waters due to the
release of fish wastes from farms; the shooting of seals, sea lions and sea
birds that try to prey on farmed salmon; the amplification and transmission
of diseases and parasites to wild fish populations; the release of antibiotics
and=or other chemicals into the marine environment; and the competitive
and=or genetic impacts escaped farmed fish may have on local salmon
stocks. Three levels were defined for this attribute: low impact production
systems would very rarely result in noticeable impacts on local ecosystems
and other species; moderate impact production systems would sometimes
result in low to moderate levels of impacts of the types outlined above;
and high impact production systems would often or usually result in
moderate to high levels of impacts on local ecosystems and species.

The second attribute, potential global environmental impacts of the sal-
mon farming production technologies included: impacts associated with
the production and depletion of fossil energy; greenhouse gas emissions
that contribute to climate change; and emissions of chemicals (primarily
related to fossil fuel combustion) that contribute to acid rain, ozone
depletion, and toxicity effects. Three levels were defined: low impact pro-
duction systems would contribute very little towards the cumulative
impacts; moderate impact production systems would somewhat contribute
towards cumulative impacts; and high impact production systems would
often or usually result in moderate to high levels of impacts on the global
environment.

The third attribute, the level of omega-3 fatty acids (n-3 PUFA) the fish
contains, was defined using 2 levels: low omega-3 fatty acid levels (0.5 g=
100 g serving of farmed salmon) that are at the low end of the total daily
recommended intake range; and high omega-3 fatty acid levels (2 g=
100 g), which is at the top end of the daily recommended intake range.

The fourth characteristic of each farmed salmon purchase option is its
level of contaminants, as measured using PCBs. Health Canada’s current
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guideline on PCBs is 2.0 parts per million (ppm) for all fish. This is consis-
tent with guidelines established by the U.S. Food and Drug Administration
and the World Health Organization. Hites et al. (2004) found that farmed
salmon contained significantly higher levels of PCBs than wild salmon but
that these levels were well within current guidelines (mean of 0.06 ppm). In
this survey, we define high PCB levels for farmed salmon as 0.6 ppm, about
10 times higher than found by the Hites study but still less than one third of
current Health Canada guidelines. Low PCB levels for farmed salmon were
defined as 0.01 ppm, less than 20% (one fifth) of the level of PCBs found by
the Hites study and 0.05% (one half of 1%) of the current Health Canada
guideline.

The fifth characteristic of each farmed salmon purchase option is
its region of origin. Some countries now have mandatory region of origin
labeling requirements for food products. For some food products such as
beef, country-of-origin labeling is an important signal of overall food quality
and safety (Loureiro & Umberger, 2007). Although there is evidence that
Chilean-farmed salmon have lower levels of PCBs than North American
and Norwegian fish (Shaw et al., 2006), it is unlikely that salmon consumers
are aware of differences in regional POP levels in seafood.

The origin of a food product may also be important to consumers
because they want to keep their money within their own country or region,
support employment and development of rural coastal areas, support pro-
ducers in developing countries and ‘share the wealth’, and=or minimize
the ‘food miles’ of the products they purchase. Within Canada, salmon
is farmed in British Columbia and Atlantic Canada; most salmon farmed
in Atlantic Canada has traditionally come from the Bay of Fundy, New
Brunswick. Recently, there has been a major expansion of public and pri-
vate investment in salmon farming along the south coast of the island of
Newfoundland, a region that was hit hard by the collapse of the northern
cod fishery. In this survey, we include two different regions of origin for
farmed salmon: Chile and Newfoundland.

The final way that the salmon can vary is in its retail price. Six different
price points (for boneless, skinless salmon fillets) are used in this survey:
$2.49 lb�1 ($5.48 kg�1); $2.99 lb�1 ($6.58 kg�1); $3.49 lb�1 ($7.68 kg�1);
$3.99 lb�1 ($8.78 kg�1); $4.99 lb�1 ($10.98 kg�1); and $5.99 lb�1 ($13.18 kg�1).
These prices were in the general range of retail salmon prices in the
southern Ontario market at the time of the survey.

Choice Experiment Design

A 36-level mixed orthogonal array (Zhang et al., 2001) was the smallest
possible main effects experimental design for this combination of attributes
and levels (MA_36_6_2_3_4_2_9 from N. Sloane’s orthogonal array library,
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www.research.att.com/~njas/oadir/index.html). The 36 questions were
randomly divided into 3 blocks of 12 choice tasks each, to which respon-
dents were assigned randomly. Figure 1 shows an example of a single choice
task. The Sawtooth Software SSI survey platform was used to design and
publish the survey to the Internet.

Choice Experiment Analysis

Assume that each individual, i, faces a choice between A discrete
farmed salmon purchase alternatives, each of which provides a certain level
of utility (u). In a random utility model (McFadden, 1974), utility can be
decomposed to uia¼ viaþ eia, where via is the observed component of utility
for individual i and alternative a, and eia captures other factors unobserved
by the researcher. The ‘error term’ for each individual is treated as random
while the observed component of utility is often modeled linearly:

uia ¼ bXia þ eia; ð1Þ

where X is a vector of attributes and levels relating to farmed salmon attri-
butes and b are the attribute coefficients.

For utility-maximizing individuals, the probability (P) that individual i
will choose alternative a from a set of A alternatives is equal to the prob-
ability that the utility derived from alternative a is greater than that for
any other alternative in the choice set: Pia¼ (uia>uij) or, alternatively,

FIGURE 1 Example of a single choice task. (Figure is provided in color online.)
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Pia¼ (bXiaþ eia> bXijþ eij) 8j2A. In the standard conditional or multi-
nomial logit (MNL) model, v is often modeled linearly, the scale parameter
is normalized to one, and e is assumed to take on a type I extreme value
(Gumbel) distribution. Thus, the probability that individual i will choose
farmed salmon alternative a is given by the following:

Pia ¼ expðbXiaÞ
XJ
j¼1

expðbXijÞ 8j 2 A;

,
ð2Þ

and the elements of b can be estimated using maximum likelihood techni-
ques (see Train, 2003).

The assumptions underlying the MNL are strong. Alternative empirical
models can be implemented when assumptions regarding the error term
are relaxed (Train, 2003) and when preference heterogeneity is accounted
for. Latent class (LC) choice models, which can cleave a sample into seg-
ments within which preferences are homogenous, have been gaining in
popularity in recent years (Boxall & Adamowicz, 2002; Birol et al., 2006;
Scarpa & Thiene, 2005; Rudd, 2009). In an LC choice model, a sample
is assumed to consist of a finite number of latent classes, each character-
ized by homogenous but unobservable underlying preferences. The LC
choice model captures heterogeneity by simultaneously estimating the
logit model and partitioning the sample into latent classes within which
the Gumbel error distribution assumption holds. The probability that indi-
vidual i chooses alternative a given they are a member of latent class k is
now given by the following:

Piajk ¼ bjk þ expðbkXiaÞ
XJ
j¼1

expðbkXijÞ 8j 2 A;

,
ð3Þ

where bk is the vector of attribute coefficients for each latent class k, and
bjk is an alternative-specific constant corresponding to alternative j for
each latent class k.

Choice probabilities, P, in the LC model are defined conditionally on
class membership probabilities, H. The unconditional probability of
belonging to latent class k depends on an individual’s characteristics and
can be specified by a second logit model in which class membership is
regressed on covariates. The probability of individual i belonging to latent
class k (Hik) is given by the following:

Hik ¼ d0k þ expðdksiÞ
XK
k¼1

expðdksiÞ;
,

ð4Þ
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where si are demographic or other characteristics (e.g., attitudes, beliefs,
‘attentiveness’ to the survey, survey-taking experience) of individual i, dk
are parameters specific to latent class k, and d0k is a constant. As in the
MNL model, MLE techniques can be used to simultaneously estimate the
unknown parameters, bk and dk, in equations (3) and (4). The mean mar-
ginal implicit prices (¼WTP) for an increase in farmed salmon attributes
over current levels for each latent class can be calculated with the LC coeffi-
cients from equation (3).

WTPj jk ¼ �bjk=bcost;k ð5Þ

In this case, bjk is the coefficient of attribute j for latent class k, and bcost,k is
the coefficient of cost for latent class k (when zero-centered effects coding
is used for nominal attributes, equation (5) must be doubled to calculate
WTP). These ratios can be interpreted as the marginal rates of substitution
between farmed salmon credence attributes and money.

There are a number of information criteria and other performance
measures that can help a researcher make consistent choices about the
appropriate number of latent classes to include in a choice model. All three
log-likelihood (LL) variants of common information criteria impose penal-
ties based on the number of observations in the sample (N) and=or
number of model parameters (q). These include: Bayesian Information
Criterion (BICLL¼�2LLþ log(N)q); Akaike Information Criterion
(AICLL¼�2LLþ 2q); and AIC3LL(AIC3LL¼�2LLþ 3q), which imposes a
heavier penalty than AICLL for extra parameters.

In the first run of the LC choice model (an exploratory examination of
performance with between 1 and 10 latent classes), we included a full range
of potential demographic and attitudinal covariates (detailed later). In
order to keep the final model as parsimonious as possible, we eliminated
covariates that were not significant (Wald p< 0.10) sequentially from the
model (after the preferred number of latent classes was identified), starting
with the least significant and continuing until only significant covariates
remained.

Covariates

In addition to standard demographic covariates (age, gender, marital
status, number of children, education, income level), attitudes can play
an important role in shaping people’s preferences and WTP for seafood
products (Olsen, 2004). Latent class (LC) approaches to cluster analysis
also exist (see Vermunt & Magidson, 2002; Magidson & Vermunt, 2004
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for full technical details) and can be used to identify unobserved (latent)
class membership based on attitudes; information from a set of observed
variables (indicators) is used to estimate underlying true class membership.
In this research, we used LC cluster analysis to differentiate clusters within
which consumers’ perceptions regarding farmed versus wild salmon and
salmon farming risks (measured using a series of Likert ratings) were stat-
istically similar. Note that we refer to clusters when referring to the results
from this latent class cluster analysis of our constructed covariates versus
segments when referring to the latent class segmentation results from the
discrete choice data.

We tested local independence between indicators using the bivariate
residual (BVR) Pearson v2 statistic. When there were interactions between
indicators, a number of options are available (Hagenaars, 1988). We opted
to drop indicators from the cluster models until all significant interactions
were eliminated or to increase the number of latent classes until significant
BVRs were eliminated (rather than allowing local interactions between vari-
ables). Latent Gold Choice software (Vermunt & Magidson, 2005) was used
to estimate all LC cluster models.

After each LC cluster analysis, every respondent was assigned to a single
segment to construct an attitudinal covariate for the choice experiment.
Assignments were based on a modal assignment using posterior probabil-
ities of segment membership (i.e., a respondent was assigned to the class
in which they had the highest probability of membership). These assign-
ments were based strictly on respondents’ rating responses; demographic
variables did not influence the assignments.

Sample

A commercial Internet panel provider (www.gmi-mr.com) supplied the
sample, drawn from their Canadian panel that contained over 45,000
households in metropolitan southern Ontario. Although non-response
biases for Internet panel surveys are possible, especially when drawing heav-
ily on segments of society that have limited web access or experience, we
targeted experienced salmon buyers in a region where broadband internet
penetration is amongst the highest in the world. In 2007, 75% of all
Ontario residents used the Internet, with higher use rates in metropolitan
areas in the south; over 90% of homes with Internet had broadband
connections (Statistics Canada, 2008). All in all, we feel that this sample
provides for a relatively balanced assessment of salmon farming opinions
and farmed salmon preferences amongst current salmon consumers in
the southern Ontario market.
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RESULTS

A total of 1,976 potential Internet panel respondents visited the survey
website between March 4 and 10, 2008. Of the 1,886 people who started
the survey, 789 (41.6%) were screened from the survey because they had
not purchased salmon for home consumption over the past year and=or
were not responsible for purchasing at least 50% of their household’s
groceries. Of the 1,097 that passed the screening, 851 respondents (77.6%
of non-screened respondents) completed the full survey. The 52 respon-
dents quickest to finish the survey, the ‘speeders’ who took under 7:20 min-
utes, were dropped from the data set (the fastest respondents often
randomly answer questions), leaving a total of 799 completed responses
for the analyses.

A total of 392 females and 407 males completed the survey. Respon-
dents were aggregated into four age classes for all analyses: 15–29 yrs
(n¼ 115); 30–44 yrs (n¼ 257); 45–59 yrs (n¼ 283); and 60þ yrs (n¼ 144).
Marital status categories included single (n¼ 144), married or equivalent
(n¼ 534), and separated, divorced, or widowed (n¼ 121). A total of 555
respondents had no children, while 195 had 1–2 children and 49 had 3
or more children living at home. Educational attainment levels were aggre-
gated into 5 levels: secondary or less (n¼ 126); some college or university
(n¼ 159); college graduates with less than a Bachelor’s degree (n¼ 260);
university graduates with Bachelor’s degrees (n¼ 151); and university grad-
uates with graduate degrees (n¼ 103). Annual household income levels
were aggregated into 8 categories of <$20,000 (n¼ 56), $20–39,999
(n¼ 144), $40–59,999 (n¼ 169), $60–79,999 (n¼ 166), $80–99,999 (n¼ 93),
$100–149,999 (n¼ 122), $150–199,000 (n¼ 37), and $200,000þ (n¼ 12).

According to 2006 Census data, southern Ontario female survey respon-
dents were significantly (at the 10% level) under-represented relative to the
region’s population (v2¼ 2.89, 1 d.f., p¼ 0.089). The age distribution of
survey respondents was also significantly different than that of the popu-
lation (v2¼ 29.88, 3 d.f., p< 0.0001), with the youngest and oldest age
groups being under-represented. Although it may be possible that the
demographic characteristics of home salmon consumers differ from the
general population, we felt that it was prudent to use corrective weightings1

in all subsequent analyses to correct for gender and age imbalances.

Instrumental Attitudinal Covariates

Perceptions Related to Farmed Versus Wild Salmon. Respondents were
presented with a series of six statements comparing farmed and wild
salmon and asked to rate their level of agreement with each (Table 1).
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There was substantial agreement that farmed salmon were more widely
available than wild salmon and slight leanings in overall opinion that
farmed salmon were safer than wild and that wild salmon tasted better than
farmed salmon.

In an initial cluster analysis with all six indicator variables, we found
that BIC was minimized with a 5-class model but there were strong local
interactions between three indicators. AIC and AIC3 were minimized with
a 10-class LC cluster model but that there was still one significant BVR
(indicating local interactions involving the versatility ratings). After drop-
ping versatility as an indicator, BIC was minimized with a 6-class model
and both AIC and AIC3 had local minima at the 7-class level and global
minima at the 9-class level.2 We chose to use the 7-class model to define
the final clusters. For descriptive purposes, the 7 classes (Figure 2) are
referred to as (1) indifferent (43.0% of sample); (2) somewhat pro-farm
(23.0%); (3) somewhat pro-wild (18.4%), (4) strong pro-wild (6.8%); (5) strong
pro-farm (4.1%); (6) pro-wild; farm safer (2.9%); and (7) farm healthy,
nutritious (1.8%).

Perceptions Relating to Environmental Threats. Respondents were pre-
sented with a series of 9 potential salmon farming risk factors and asked
to rate their level of importance (Table 2). Contaminants were clearly
viewed as most important. Most other factors were also viewed with high
or very high concern with the exception of coastal fishing lifestyles, which
was viewed as less of threat than human health and environmental risks.

In an initial LC cluster analysis with all nine indicator variables, we
found that AIC and AIC3 were minimized with 9-class models but that there
were five significant BVRs (i.e., indicating strong local interactions between
various indicators). We dropped indicators one at a time, based on the num-
ber of interactions and the magnitude of the BVRs, until all significant BVRs
were eliminated. With a reduced set of five indicators, we found that AIC
and AIC3 were minimized using a 9-class model (BIC was minimized with
a 6-class model) and we chose that as the final model.3 For descriptive

TABLE 1 Perceptions Relating to Farmed Versus Wild Salmon

Farmed Salmon is:
Strongly
Disagree

Somewhat
Disagree

Neither Agree
nor Disagree

Somewhat
Agree

Strongly
Agree

Better tasting than wilda 61 180 431 96 31
Healthier than wilda 61 166 329 192 51
More nutritious than wilda 66 148 410 141 34
Safer than wilda 57 129 309 237 67
More widely availablea 21 71 311 262 134
More versatile than wild 57 124 485 109 24

aIncluded as the 5 indicator variables for the final latent class cluster analysis.
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FIGURE 2 Perceived differences between farmed and wild salmon latent class cluster.

TABLE 2 Perceptions Relating to Potential Risks Arising from Salmon Farming

Importance of Threat of=to: Very Low Low Mod. High Very High Don’t Know

Aboriginal culture 76 142 238 186 124 33
Antibiotic residualsa 13 56 144 249 311 26
Coastal conflict 48 132 277 195 114 33
Coastal ecosystem resilience 16 73 238 252 176 44
Contaminantsa 7 36 80 185 485 6
Disease transfer to wild fisha 15 34 146 255 333 16
Displacement of native spp. 20 82 217 236 210 34
Genetic modificationa 17 78 149 236 295 24
Coastal fishing lifestylesa 42 120 242 199 180 16

aIncluded as the 5 indicator variables for the final latent class cluster analysis.
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purposes, the nine classes (Figure 3) are referred to as (1) broad, moderate risk
perceptions (38.4% of sample); (2) broad, extreme risk perceptions (34.1%); (3)
broad, low risk perceptions (16.1%); (4) strong health focus (4.4%); (5) strong
contaminant=GM focus (3.0%); (6) lifestyle focus; antibiotic uncertainty (1.2%);
(7) GM=antibiotic uncertainty (1.1%); (8) risks unimportant (0.9%); and (9)
broad uncertainty (0.7%). The personal taste and threat perception clusters
were not correlated (Spearman rs¼�0.01, 2-tailed p¼ 0.734).

FIGURE 3 Perceived threats relating to salmon farming latent class cluster.
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Choice Experiment

A 5-class latent class (LC) conditional logit model minimized BIC.
While AIC and AIC3 test statistics suggested better fit using 11- and
12-class models, respectively, the 5-class model was much more parsimoni-
ous and virtually all coefficients were significant;4 as a result, we chose it
as the model to further refine. The choice model initially included six
socio-demographic covariates (gender, age, education, marital status, chil-
dren at home, income level), two instrumental attitudinal covariates
(based on perceptions to farmed versus wild salmon and environmental
risks), and one survey-specific covariate (survey completion time). Covari-
ates that were not significant (i.e., Wald p< 0.10) were eliminated from
the model one at a time in descending order (children, p¼ 0.86; edu-
cation, p¼ 0.31; gender, p¼ 0.25; marital status, p¼ 0.14). Table 3 shows
results for the final LC choice model as well as for the standard (i.e.,
1-class) multinomial logit (MNL) model. Although all coefficients are of
reasonable magnitude and the signs as one would expect in the MNL
model, the 5-class LC logit model captures much more complex prefer-
ence patterns amongst respondents.

Wald and Wald(¼) statistics were highly significant for all farmed
salmon attributes, indicating that members of the five consumer segments
differed significantly in their farmed salmon preferences. Hypotheses that
survey completion time, income, age category, taste, and farming threat
cluster were each jointly equal zero across latent classes were rejected
(income at the 10% significance level, all others at the 1% level).

Virtually all CE attribute coefficients were of the expected direction
(i.e., positive with increasing environmental and health benefits, and with
Canadian production; decreasing with increased contaminant risk) and
most significant at the 1% level. Note that the Wald(¼) test for the cost
coefficient suggested that there was no significant difference between the
cost coefficients between the five segments. As such, it could be argued
that cost coefficients should be restricted to be equal (in which case they
would be �0.345 for all five segments and significant at the 1% level).
Our feeling was, however, that it was more appropriate to use the unrestric-
ted cost coefficients even though it meant one insignificant cost coefficient
for Segment 5.

The marginal implicit prices (¼mean WTP) for farmed salmon cre-
dence attributes for both the MNL and LC choice models are shown in
Table 4. For a representative respondent in LC 1, for example, WTP
for a farmed salmon product that had low local environmental impacts
would be Cdn $0.68 per lb ($1.50 per kg) relative to a product with high
impacts. That is, the average consumer in this market segment LC 1
would be indifferent in their purchase decisions when faced with a choice
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between farmed salmon with high local environmental impacts and
farmed salmon with low local environmental impacts being sold at a
$0.68 per lb premium.

DISCUSSION

Model Performance

There was significant heterogeneity along personal taste and threat per-
ception dimensions with the sample. With regards to tastes, a total of 43.0%
of survey respondents were essentially indifferent between farmed and wild
salmon, while 27.1% were somewhat or strongly pro-farm and 25.2% were
somewhat or strongly pro-wild. We found that only 5 of the farming threats
ratings were needed as indicators to partition the sample into 9 distinct
threat-related segments. Three of the final indicators focused on human
health threats, while 1 focused on each of coastal lifestyles and the local
ecological impact of salmon farming. A total of 72.5% of survey respon-
dents were in the quite or extremely concerned segments. Only 17.0% of
respondents were somewhat or not at all concerned about potential salmon
farming risks. There was no significant correlation between the 2 con-
structed attitudinal variables, indicating that the farmed versus wild and
risk perception covariates subsequently used in the choice experiment were
functionally independent.

Our choice model had a high adjusted R2 (0.4801), indicative of a very
good model fit. The results suggest a much more complex situation than a
simple MNL model implies, with distinct patterns of WTP for farmed

TABLE 4 Implicit Marginal Prices (¼Mean Wtp) for Changes in Farmed Salmon Credence
Attributes

5-Segment Latent Class Modela

MNL Model
(1-class) Segment 1 Segment 2 Segment 3 Segment 4

Decreased Local
Impacts

1.34
[1.07–1.68]b

0.68
[0.37–1.05]

4.36
[2.60–9.24]

1.10
[0.54–2.40]

2.53
[1.11–7.52]

Decreased Global
Impacts

1.25
[1.00–1.55]

0.40
[0.14–0.69]

4.12
[2.53–8.34]

1.35
[0.80–2.70]

2.13
[0.97–6.12]

Increased Omega-3
Fatty Acid

1.82
[1.39–2.34]

1.11
[0.64–1.75]

4.30
[2.07–9.27]

0.73
[0.12–1.77]

5.44
[2.57–15.53]

Decreased PCBs 5.35
[4.54–6.41]

2.13
[1.48–3.00]

12.27
[7.42–25.84]

3.85
[1.91–8.91]

16.61
[10.27–40.52]

Farmed in
Newfoundland

3.77
[3.17–4.54]

1.97
[1.44–2.76]

4.90
[2.30–11.00]

3.18
[1.28–8.04]

1.59
[�0.13–5.09]

aWTP not reported for Segment 5 due to its insignificant cost coefficient.
bconfidence intervals approximated using the Fieller method (Fieller, 1954; Hole, 2007).
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salmon credence attributes amongst the salmon-buying public. The 2 atti-
tudinal covariates were highly significant and contributed greatly to CE
model parsimony (using only demographic covariates, BIC was minimized
with a 9-class LC choice model).

WTP for changes in local and global environmental attributes were sta-
tistically indistinguishable within each of the segments. The implicit prices
of increased levels of n-3 PUFA were generally in the same range (i.e., 95%
confidence interval overlaps) as for decreased levels local and global
impact. Mean implicit prices for decreased levels of PCBs were generally
substantially higher (thought confidence intervals still overlapped for some
pairs) compared to WTP for environmental and n-3 PUFA, and mean WTP
was particularly large for Segments 2 and 4. Mean WTP for salmon farmed
in Newfoundland (versus Chile) was relatively high for Segments 1 and 3,
and in the same range as for health and environmental attributes in
Segments 2 and 4.

Characterizing Consumer Segments

Segment 1 respondents (27.5% of the sample) were younger than aver-
age and had a variety of significant coefficients for the 2 variables, based on
perceived differences between farmed and wild salmon, and perceived
environmental threats. They tended to be pro-farm in their tastes and were
not extreme in their views about farming risks. Members of this segment,
core farmed salmon consumers, do, however, consider the full range of cre-
dence attributes in their salmon purchase decisions. Their willingness to
purchase farmed salmon was not unconditional despite the very low pro-
portion of opt-out (no purchase) choices (4.1%) in their survey responses.

Members of Segment 2 (26.4% of the sample), on the other hand, were
core wild salmon consumers. Respondents from this segment, who had signifi-
cantly lower income than average and were more likely to be in the middle
age categories, had strong pro-wild taste preferences. Based on their risk
perceptions, it is evident that they are no more concerned about farming
production issues than the average respondent. It was their strong prefer-
ences for the taste and health of wild salmon that were driving the large
proportion (82.9%) of opt-out choices in the survey, which only presented
farmed salmon purchase options (i.e., all farmed salmon attributes had to
‘line up’ positively and the salmon needed to be bargain priced to entice
these consumers to purchase any farmed salmon at all).

Respondents from Segment 3 (23.1% of the sample), the ‘‘average’’ con-
sumers, exhibited few distinguishing characteristics. They did spend signifi-
cantly more time completing the survey than most other respondents,
possibly indicating they spent more time on background research.
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Members of this segment had relatively higher WTP for low PCB contami-
nation and salmon farmed in Newfoundland compared to other attributes.

None of the coefficients for the variable based on farmed versus wild
salmon perceptions were significant for Segment 4 (16.3% of the sample)
but there were numerous highly significant coefficients for environmental
risks. These respondents, who had higher than average income, were very
concerned about human health impacts of salmon farming but were not
inherently opposed to buying farm salmon. Indeed, respondents in Seg-
ment 4 indicated they would choose farmed salmon options in 59.8% of
their survey purchase choice tasks. Segment 4 respondents might be classi-
fied as farm-wary, health-oriented consumers.

Finally, Segment 5 respondents (6.7% of the sample) overwhelmingly
focused on the salmon’s region of origin. They completed their surveys sig-
nificantly faster than average, were older than average, and showed a some-
what inconsistent mix of significant coefficients for both covariates based
on taste and risk perceptions. Most notably, the cost coefficient for these
consumers was not significant. It appears that respondents in this group,
the ‘buy Newfoundland’ consumers, may have been using a simple heuristic –
focusing almost solely on region of origin – to complete the survey as quickly
as possible.

Where is Environmental Concern in the Market?

From an environmental perspective, the results of this study suggest
that there are significant, but relatively modest, price premiums available
for producers that reduce their local and=or global environmental impact.
In Canada, there is a substantial amount of public debate on the environ-
mental impacts of salmon farming (e.g., Gerwing & McDaniels, 2006;
Young & Matthews, 2007; Culver & Castle, 2008). There is also substantial
diversity of opinion on the environmental impacts of salmon farming
amongst experts (McDaniels et al., 2006b). Despite the commonly held
view that Canadians are deeply divided on the merits of salmon farming,
we did not find any single market segment that was ‘anti-farming’ amongst
our southern Ontario survey respondents.

In fact, it appeared that the market segment most likely not to buy any
farmed salmon, the core wild salmon consumers, were motivated largely by per-
sonal preferences for wild versus farmed salmon rather than environmental
concerns. It seems that the ‘controversy’ over salmon farming may be
an active debate amongst academics and NGOs, particularly in British
Columbia, but that the environmental implications of salmon farming
are much less on consumers’ minds than taste and health considerations,
at least in the southern Ontario market.
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A further complication regarding the scope for reducing the environ-
mental impacts of salmon farming arises because local and global environ-
mental impacts are often inversely related to each other. As measures are
undertaken to reduce local impacts, global impacts frequently increase,
due primarily to more energy-intensive production technologies (Ayer &
Tyedmers, 2009). Any positive WTP for reduced local impacts would likely
be at least partially offset by decreased WTP resulting from increased global
impacts. Our research suggests that the 20% market premium needed for
profitable semi-closed farming systems (Liu & Sumaila, 2007) may be diffi-
cult to attain. This has important implications for both industry when mak-
ing investment decisions about new semi-closed production technologies
and government agencies that actively finance research and development
on those systems.

Implications of Contaminant Aversion

Contaminants were the primary concern of the majority of survey
respondents. With typical farmed salmon retail prices in the $3 to $5 lb�1

range, it is clear that any increase in PCB levels would drive respondents
from Segments 2 and 4 out of the market immediately given mean WTP
of $12.27 and $16.62 lb�1, respectively, to avoid increased levels of contami-
nants even though they were still within current Health Canada guidelines.
Respondents in Segments 1 and 3 might remain in the market in spite of
increased PCB levels in farmed salmon, but market prices would need to
fall substantially to entice these people to still buy farmed salmon and=or
other salmon attributes would need to improve to such an extent so as to
offset the impact of increased contaminant levels.

Similar high WTP levels have been observed for other choice experi-
ments on salmon flesh colouring (Alfnes et al., 2006) and USDA certifi-
cation for beef (Loureiro & Umberger, 2007). As in these studies, we
emphasize that relative values are the important focus. Although n-3 PUFA
health impacts are an important positive feature of farmed salmon, con-
sumer WTP for increased levels of n-3 PUFA levels on average appear to
be 35% to 50% of WTP for decreased levels of PCBs. WTP for environmental
improvements are, on average, around half again for some market segments.

Our results suggest there may be potentially important consequences
for market scares involving PCBs and other contaminants. Indeed, after
the Hites et al. (2004) report on the risks of farmed salmon consumption,
salmon market share in Alberta, the only Canadian jurisdiction with
province-wide supermarket scanner data coverage, dropped over 20% from
9% to 7% of total meat sales (Maynard et al., 2008). Overall market
share for salmon (both wild and farmed) was regained only after two major
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supermarket chains aggressively promoted bargain-priced wild salmon.
From an industry production and marketing perspective, our results sug-
gest that very high priority should be placed on ensuring PCB and other
POP contamination is kept at the lowest possible level.

Conversely, the strong consumer aversion to PCBs also raises the possi-
bility of there being relatively strong market premiums for ‘clean’ salmon
that have lower levels of contaminants than ‘average’ farmed or wild
salmon in marketplace, through, for instance, increased use of fish feeds
composed of high levels of vegetable, rather than fish, oils. While the pro-
duction and fish health implications of vegetable oil substitution in salmon
feed are active research areas (e.g., Bell et al., 2003; Bell & Waagbø, 2008;
Drakeford & Pascoe, 2008), the possibility that market premiums exist
for salmon produced using feeds with high vegetable oil content is a
new insight.

In addition to the human health benefits, there are potentially positive
environmental spin-off benefits arising from increased use of vegetable ver-
sus fish oils. Pelletier and Tyedmers (2007) and Pelletier et al. (2010)
demonstrated that the production of fish oils constitutes one of the key fac-
tors in energy use and emissions of globally problematic emissions in the
farmed salmon supply chain. In contrast, using vegetable oils to manufac-
ture fish feed results in markedly lower environment impacts in most cases.
Rapidly increasing demand for fish meal and oils in aquafeeds is arguably
unsustainable given the high exploitation status of some feed grade fish-
eries (Tacon, 2005; Bell & Waagbø, 2008).

Moreover, Bell and Waagbø (2008) point out that most oil is effectively
‘burned’ by salmon to supply energy and that valuable n-3 HUFA fish oils
may be ‘wasted’ if used during salmon’s primary growth phase; vegetable oil
can be utilized by salmon just as effectively and finishing diets high in fish
oils can increase n-3 HUFA levels in salmon flesh without corresponding
increases in PCBs and other POPs (Bell et al., 2003). There are also ethical
concerns about diverting potential food, itself rich in n-3 HUFA fish oils,
for humans to animal feed (Bell & Waagbø, 2008) and dangers arising from
the lack of feedback between the economic performance of a globalized
aquaculture industry and the health of regional aquatic ecosystems that
provide fish meal and oil fisheries (Deutsch et al., 2007). Further research
on both market demand and production costs of alternative feed options
in the salmon farming industry would help clarify whether this is a viable
production strategy.

Regardless of the potential role that aquafeed demand plays in under-
mining the sustainable management of reduction fisheries and the ethics
of using fish-derived inputs in animal diets, it is clear that shifting salmon
diets to higher levels of plant-derived inputs have the potential to markedly
reduce the contribution salmon farming makes to a range of global
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environmental concerns. For example, Pelletier and Tyedmers (2007)
found that salmon feeds in which 25% of fish meal and 100% of fish oils
were replaced with soy meal and canola oil, respectively, resulted in
an approximate halving of total modeled industrial energy inputs and
associated greenhouse gas, acidifying, and eutrophying emissions when
compared to a conventional formulation.

Our research suggests that there may be financial rewards for producers
willing to reduce fish meal and fish oil content in feeds due to the potential
value-added provided by ‘contaminant free’ salmon. To capture this con-
sumer surplus would require awareness-building amongst salmon consu-
mers about the potential health benefits of salmon raised on diets higher
in vegetable content than typical farmed or wild fish. A fortuitous
side-effect of reducing fish meal and oil content in farmed salmon diets
is the potential reduction of environmental damage at the global scale
due to high levels of energy use. Such a production strategy would not,
however, have direct impacts on local environmental damage from marine
cage farming; further work would be needed on salmon farm production
economics to ascertain whether higher revenues from sales of ‘contaminant
free’ salmon might be used to implement and support farming strategies
that also reduced local environmental damage.
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NOTES

1. According to Statistics Canada 2006 census data, their males aged 20–29, 30–44, 45–59, and 60þ
years comprised 8.35%, 14.47%, 14.13%, and 10.98% of the total population of southern Ontario.
Females aged 20–29, 30–44, 45–59, and 60þ years comprised 8.56%, 15.24%, 14.78%, and 13.49%
of the total population, respectively. In our sample of n¼ 799, males aged 20–29, 30–44, 45–59,
and 60þ years comprised 7.51%, 16.90%, 16.02%, and 8.64% of the sample, respectively, and females
aged 20–29, 30–44, 45–59, and 60þ years comprised 6.88%, 15.27%, 19.40%, and 13.49%. Each indi-
vidual’s response within an over-weighted group would potentially contribute ‘more’ to the analysis
than it really should based solely on demographics (e.g., females, 45–59 years answered the survey
more than would be expected). Weights used in this analysis were 1.1116, 0.8566, 0.8821, and
1.2716 for males aged 20–29, 30–44, 45–59, and 60þ years, respectively, and 1.2429, 0.9978, 0.7620
(the most over-represented group in the survey), and 1.4375 (the most under-represented group
in the survey).
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2. Diagnostics (LL, BIC, AIC, AIC3) and the number of significant BVRs (v2> 3.84, 5% significance
level) are reported for each of the 5-variable LC cluster models tested for farmed versus wild salmon
perceptions. 1 cluster model: LL¼�5369.3; BIC¼ 10872.3; AIC¼ 10778.6; AIC3¼ 10798.6; #

BVRs¼ 6. 2 cluster model: LL¼�4868.9; BIC¼ 9903.5; AIC¼ 9781.8; AIC3¼ 9807.8; # BVRs¼ 6.
3 cluster model: LL¼�4592.9; BIC¼ 9399.8; AIC¼ 9249.9; AIC3¼ 9281.9; # BVRs¼ 4. 4 cluster
model: LL¼�4533.3; BIC¼ 9320.5; AIC¼ 9142.6; AIC3¼ 9180.6; # BVRs¼ 1. 5 cluster model: LL¼
�4520.6; BIC¼ 9335.3; AIC¼ 9129.2; AIC3¼ 9173.2; # BVRs¼ 1. 6 cluster model: LL¼�4462.1;
BIC¼ 9268.7; AIC¼ 9024.1; AIC3¼ 9074.1; # BVRs¼ 0. 7 cluster model: LL¼�4447.2; BIC¼ 9258.3;
9258.3; AIC¼ 9006.5; AIC3¼ 9062.5; # BVRs¼ 0. 8 cluster model: LL¼�4441.7; BIC¼ 9297.7;
AIC¼ 9007.3; AIC3¼ 9069.3; # BVRs¼ 0. 9 cluster model: LL¼�4418.5; BIC¼ 9291.4; AIC¼ 8972.9;
8972.9; AIC3¼ 9040.9; # BVRs¼ 0. 10 cluster model: LL¼�4413.0; BIC¼ 9320.5; AIC¼ 8973.9;
AIC3¼ 9047.9; # BVRs¼ 0.

3. Diagnostics (LL, BIC, AIC, AIC3) and the number of significant BVRs (v2> 3.84, 5% significance
level) are reported for each of the 5-variable LC cluster models tested for environmental risk percep-
tions. 1 cluster model: LL¼�5481.0; BIC¼ 11129.2; AIC¼ 11012.1; AIC3¼ 11037.1; # BVRs¼ 10.
2 cluster model: LL¼�5032.3; BIC¼ 10271.8; AIC¼ 10126.6; AIC3¼ 10157.6; # BVRs¼ 10. 3
cluster model: LL¼�4914.0; BIC¼ 10075.4; AIC¼ 9902.1; AIC3¼ 9939.1; # BVRs¼ 1. 4 cluster
model: LL¼�4887.1; BIC¼ 10062.1; AIC¼ 9860.7; AIC3¼ 9903.7; # BVRs¼ 1. 5 cluster model:
LL¼�4864.3; BIC¼ 10056.0; AIC¼ 9826.6; AIC3¼ 9875.6; # BVRs¼ 1. 6 cluster model: LL¼
�4843.6; BIC¼ 10054.8; AIC¼ 9797.2; AIC3¼ 9852.2; # BVRs¼ 1. 7 cluster model: LL¼�4836.8;
BIC¼ 10081.2; AIC¼ 9795.6; AIC3¼ 9856.6; # BVRs¼ 0. 8 cluster model: LL¼�4825.8; BIC¼
10099.4; AIC¼ 9785.6; AIC3¼ 9852.6; # BVRs¼ 0. 9 cluster model: LL¼�4746.5; BIC¼ 9980.9;
AIC¼ 9639.0; AIC3¼ 9712.0; # BVRs¼ 0. 10 cluster model: LL¼�4747.0; BIC¼ 10022.0; AIC¼
9652.1; AIC3¼ 9731.1; # BVRs¼ 0. 11 cluster model: LL¼�4762.8; BIC¼ 10093.6; AIC¼ 9695.5;
AIC3¼ 9780.5; # BVRs¼ 0.

4. Diagnostics (LL, BIC, AIC, AIC3, pseudo-R2) are reported for each of the discrete choice models
tested prior to elimination of insignificant covariates (education level, gender, marital status). 1 seg-
ment (MNL) model: LL¼�8833.3; BIC¼ 17713.3; AIC¼ 17680.6; AIC3¼ 17687.6; R 2(0)¼ 0.1672. 2
segment model: LL¼�7419.6; BIC¼ 15126.7; AIC¼ 14925.5; AIC3¼ 14968.5; R 2(0)¼ 0.3616. 3
segment model: LL¼�7099.1; BIC¼ 14726.0; AIC¼ 14356.3; AIC3¼ 14435.3; R 2(0)¼ 0.4148. 4 seg-
ment model: LL¼�6834.7; BIC¼ 14437.5; AIC¼ 13899.3; AIC3¼ 14014.3; R2(0)¼ 0.4604. 5
segment model: LL¼�6709.0; BIC¼ 14426.7; AIC¼ 13720.0; AIC3¼ 13871.0; R2(0)¼ 0.4787. 6
segment model: LL¼�4843.6; BIC¼ 10054.8; AIC¼ 13558.0; AIC3¼ 13745.0; R2(0)¼ 0.5011. 7 seg-
ment model: LL¼�6483.0; BIC¼ 14455.5; AIC¼ 13412.0; AIC3¼ 13635.0; R2(0)¼ 0.5199. 8 seg-
ment model: LL¼�6391.1; BIC¼ 14512.3; AIC¼ 13300.3; AIC3¼ 13559.3; R2(0)¼ 0.5341. 9
segment model: LL¼�6304.7; BIC¼ 14579.9; AIC¼ 13199.4; AIC3¼ 13494.4; R2(0)¼ 0.5479. 10
segment model: LL¼�6233.2; BIC¼ 14677.4; AIC¼ 13128.5; AIC3¼ 13459.5; R2(0)¼ 0.5609.
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Deutsch, L., Gräslund, S., Folke, C., Troell, M., Huitric, M., Kautsky, N., & Lebel, L. (2007) Feeding

aquaculture growth through globalization: Exploitation of marine ecosystems for fishmeal. Global
Environmental Change, 17, 238–249.

Drakeford, B. & Pascoe, S. (2008) Substitutability of fishmeal and fish oil in diets for salmon and trout:
A meta-analysis. Aquaculture Economics & Management, 12, 155–175.

Fieller, E.C. (1954) Some problems in interval estimation. Journal of the Royal Statistical Society. Series B
(Methodological), 16, 175–185.

Folke, C., Kautsky, N., & Troell, M. (1994) The costs of eutrophication from salmon farming: Implica-
tions for policy. Journal of Environmental Management, 40, 173–182.

Food and Agriculture Organization. (2006) FishStat Plus. Universal software for fishery statistical time
series. Food and Agriculture Organization of the United Nations, Rome.

Foran, J.A., Carpenter, D.O., Good, D.H., Hamilton, M.C., Hites, R.A., Knuth, B.A., & Schwager, S.J.
(2006) Letters to the editor: Risks and benefits of seafood consumption. American Journal of Preven-
tive Medicine, 30, 438–439.

Foran, J.A., Carpenter, D.O., Hamilton, M.C., Knuth, B.A., & Schwager, S.J. (2005) Risk-based consump-
tion advice for farmed Atlantic and wild Pacific salmon contaminated with dioxins and dioxin-like
compounds. Environmental Health Perspectives, 113, 517–520.

Ford, J.S. & Myers, R.A. (2008) A global assessment of salmon aquaculture impacts on wild salmonids.
PLoS Biology, 6, e33.

Gerwing, K. & McDaniels, T. (2006) Listening to the Salmon People: Coastal First Nations’
objectives regarding salmon aquaculture in British Columbia. Society and Natural Resources, 19,
259–273.

Hagenaars, J.A. (1988) Latent structure models with direct effects between indicators: Local depen-
dence models. Sociological Methods Research, 16, 379–405.

Hanley, N., Wright, R.E., & Adamowicz, W. (1998) Using choice experiments to value the environment.
Environmental and Resource Economics, 11, 413–428.

Preferences for Attributes of Farmed Salmon 43

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
U
n
i
v
e
r
s
i
t
y
 
o
f
 
Y
o
r
k
]
 
A
t
:
 
1
3
:
1
0
 
1
 
M
a
r
c
h
 
2
0
1
1



Haya, K., Burridge, L.E., & Chang, B.D. (2001) Environmental impact of chemical wastes produced by
the salmon aquaculture industry. ICES Journal of Marine Science, 58, 492–496.

Hites, R.A., Foran, J.A., Carpenter, D.O., Hamilton, M.C., Knuth, B.A., & Schwager, S.J. (2004) Global
assessment of organic contaminants in farmed salmon. Science, 303, 226–229.

Hole, A.R. (2007) A comparison of approaches to estimating confidence intervals for willingness to pay
measures. Health Economics, 16, 827–840.

Holmer, M. & Kristensen, E. (1992) Impact of marine fish cage farming on metabolism and sulfate
reduction of underlying sediment. Marine Ecology Progress Series, 80, 191–201.

Jaffry, S., Pickering, H., Ghulam, Y., Whitmarsh, D., & Wattage, P. (2004) Consumer choices for quality
and sustainability labelled seafood products in the UK. Food Policy, 29, 215–228.

Jamieson, G.S. & Olesiuk, P.F. (2001) Salmon farm – pinniped interactions in British Columbia: An analysis
of predator control, its justification and alternative approaches. CSAS Research Document 2001=142.
Available at: http://www.dfo-mpo.gc.ca/csas-sccs/publications/resdocs-docrech/2001/2001_142-eng.
htm [accessed 10 Feb 2011]

Johnston, R.J. & Roheim, C.A. (2006) A battle of taste and environmental convictions for ecolabeled sea-
food: A contingent ranking experiment. Journal of Agriculture and Resource Economics, 31, 283–300.

Knapp, G., Roheim, C.A., & Anderson, J.L. (2007) The Great Salmon Run: Competition Between Wild and
Farmed Salmon. World Wildlife Fund, Washington, DC.

Kris-Etherton, P.M., Harris, W.S., & Appel, L.J. (2003) Fish consumption, fish oil, omega-3 fatty acids,
and cardiovascular disease. Arteriosclerosis, Thrombosis, and Vascular Biology, 23, e20–e30.

Krko�ssek, M., Ford, J.S., Morton, A., Lele, S., Myers, R.A., & Lewis, M.A. (2007) Declining wild salmon
populations in relation to parasites from farm salmon. Science, 318, 1772–1775.

Leiss, W. & Nicol, A.-M. (2006) A tale of two food risks: BSE and farmed salmon in Canada. Journal of
Risk Research, 9, 891–910.

Liu, Y. & Sumaila, U.R. (2007) Economic analysis of netcage versus sea-bag production systems for sal-
mon aquaculture in British Columbia. Aquaculture Economics & Management, 11, 371–395.

Loureiro, M.L. & Lotade, J. (2005) Do fair trade and eco-labels in coffee wake up the consumer con-
science? Ecological Economics, 53, 129–138.

Loureiro, M.L. & Umberger, W.J. (2007) A choice experiment model for beef: What US consumer
responses tell us about relative preferences for food safety, country-of-origin labeling and traceabil-
ity. Food Policy, 32, 496–514.

Lusk, J., Nilsson, T., & Foster, K. (2007) Public preferences and private choices: Effect of altruism and
free riding on demand for environmentally certified pork. Environmental and Resource Economics, 36,
499–521.

Lusk, J.L., Roosen, J., & Fox, J.A. (2003) Demand for beef from cattle administered growth hormones or
fed genetically modified corn: A comparison of consumers in France, Germany, the United King-
dom, and the United States. American Journal of Agricultural Economics, 85, 16–29.

Magidson, J. & Vermunt, J.K. (2004) Latent class models. In: The Sage Handbook of Quantitative Method-
ology for the Social Sciences (ed D. Kaplan), pp. 175–198. Sage Publications, Thousand Oaks, CA.

Maynard, L., Saghaian, S., & Nickoloff, M. (2008) Buyer and seller responses to an adverse food safety
event: The case of frozen salmon in Alberta. International Food and Agribusiness Management Review,
11, 77–96.

McDaniels, T., Longstaff, H., & Dowlatabadi, H. (2006a) A value-based framework for risk management
decisions involving multiple scales: A salmon aquaculture example. Environmental Science & Policy,
9, 423–438.

McDaniels, T.L., Keen, P.L., & Dowlatabadi, H. (2006b) Expert judgments regarding risks associated
with salmon aquaculture practices in British Columbia. Journal of Risk Research, 9, 775–800.

McFadden, D. (1974) Conditional logit analysis of qualitative choice behavior. In: Frontiers in Econometrics
(ed P. Zarembka), pp. 105–142. Academic Press, New York.

Mozaffarian, D. & Rimm, E.B. (2006) Fish intake, contaminants, and human health: Evaluating the risks
and the benefits. Journal of the American Medical Association, 296, 1885–1899.

Olsen, S.O. (2004) Antecedents of seafood consumption behavior: An overview. Journal of Aquatic Food
Product Technology, 13, 71–91.

Pelletier, N. & Tyedmers, P. (2007) Feeding farmed salmon: Is organic better? Aquaculture, 272,
399–416.

44 M. A. Rudd et al.

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
U
n
i
v
e
r
s
i
t
y
 
o
f
 
Y
o
r
k
]
 
A
t
:
 
1
3
:
1
0
 
1
 
M
a
r
c
h
 
2
0
1
1



Pelletier, N., Tyedmers, P., Sonesson, U., Scholz, A., Ziegler, F., Flysjo, A., Kruse, S., Cancino, B., &
Silverman, H. (2009) Not all salmon are created equal: Life Cycle Assessment (LCA) of global sal-
mon farming systems. Environmental Science and Technology, 43, 8730–8736.

Rawn, D.F.K., Forsyth, D.S., Ryan, J.J., Breakell, K., Verigin, V., Nicolidakis, H., Hayward, S., Laffey, P., &
Conacher, H.B.S. (2006) PCB, PCDD, and PCDF residues in fin and non-fin fish products from the
Canadian retail market 2002. Science of The Total Environment, 359, 101–110.

Rudd, M.A. (2009) National values for regional aquatic species at risk in Canada. Endangered Species
Research, 6, 239–249.

Sargent, J.R., Tocher, D.R., & Bell, J.G. (2002) The lipids. In: Fish Nutrition. (eds J.E. Halver & R.W.
Hardy), 3rd ed., pp. 181–257. Elsevier Science, New York.

Scarpa, R. & Thiene, M. (2005) Destination choice models for rock climbing in the Northeastern Alps:
A latent-class approach based on intensity of preferences. Land Economics, 81, 426–444.

Shaw, S.D., Berger, M.L., Brenner, D., Carpenter, D.O., Tao, L., Hong, C.-S., & Kannan, K. (2008) Poly-
brominated diphenyl ethers (PBDEs) in farmed and wild salmon marketed in the Northeastern
United States. Chemosphere, 71, 1422–1431.

Shaw, S.D., Brenner, D., Berger, M.L., Carpenter, D.O., Hong, C.S., & Kannan, K. (2006) PCBs, PCDD=

Fs, and organochlorine pesticides in farmed Atlantic Salmon from Maine, Eastern Canada, and
Norway, and wild salmon from Alaska. Environmental Science and Technology, 40, 5347–5354.

Statistics Canada. (2008) Canadian Internet Use Survey. The Daily (12 June 2008). Statistics Canada,
Ottawa.

Tacon, A.G.J. (2005) State of Information on Salmon Aquaculture Feed and the Environment. Kaneohe, HI.
Available at: http://aquaculture.noaa.gov/pdf/feeds_03tacon.pdf [accessed 10 Feb 2011]

Tett, P. (2008) Fish farm wastes in the ecosystem. In: Aquaculture in the Ecosystem (eds M. Holmer, K.
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